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PREFACE

This manual describes the features and internal operations of the CRAY Y-MP
computer system manufactured by Cray Research, Inc. (CRI).

This manual describes the operation of the Central Processing Units (CPUs) that
execute instructions, provide memory protection, report hardware exceptions, and
provide interprocessor communications within the computer systems. Central Memory
and I/0 channels are also described.

AUDIENCE

This manual is written for Cray field engineers and systems test personnel maintaining
the computer and assumes the reader is familiar with digital computers and the basic
architecture of the CRAY Y-MP computer system.

ORGANIZATION

CMM- 7

This manual is organized into the following tabbed sections. A detailed Table of
Contents is included at the beginning of cach tabbed section.

SECTION 1 - CRAY Y-MP PHYSICAL DESCRIPTION describes the CRAY Y-MP
computer system’'s mainframe, power supplies, refrigeration condensing unit,
peripherals. Also included in this section are the physical characteristics of the memory,
and CPU, and the system clock module.

SECTION 2 - CENTRAL MEMORY describes the organization and operation of Central
Memory. This section also describes the data, address and control paths, and includes a
description of each option used.

SECTION 3 - CPU CONTROL describes instruction issue and control. Also included in
this section are the descriptions of instruction buffers, the Program Address register,
Next Instruction Parcel (NIP) register, Current Instruction Parcel (CIP) register, and
the Lower Instruction Parcel (LIP and LIP-1) registers.

SECTION 4 - CPU DATA REGISTERS describes the Address (A) and Intermediate
Address (B) registers, the Scalar (S) and Intermediate Scalar (T) registers, the Vector (V)
registers, the Vector Length (VL) register, and the Vector Mask (VM) register.. Each
subsection includes a description of the options involved and how the registers operate.
These subsections are supported by block diagrams.

SECTION 5 - FUNCTIONAL UNITS describes the operation of the Address, Scalar,
Vector, and Floating -point functional units.

CRAY PROPRIETARY v



SECTION 6 - PROGRAMMABLE CLOCK deseribes the operalion of the Programmable
Clock.

SECTION T- REALTIME CLOCK describes the operation of the Real-time Clock.

SECTION 8 - INTER-CPU COMMUNICATIONS describes communication and control
between CPUs. This section also describes shared registers, semaphore vegisters, and
interprocessorinterrupts.

SECTION 9 - CPU INPUT/OQUTPUT describes the channels that transfer data between
the mainframe and external devices. Separate subseclions describe the operation of the
three channel types.. A fourth subseclion describes the hardware that comprises the
channels.

SECTION 10 - PERFORMANCE MONITOR describes the Performance Monitor and its
Performance Counters (PC)

SECTION 11 - SYSTEM CLOCK MODULE describes the different CRAY. Y-MP
mainframe clock speeds, clock options, clock fanout, and tuning of the system clock
circuitry.

SECTION 12 - SHARED RESOURCES MODULE includes the physical and functional
characteristics of the Shared Resources Module.

SECTION 13 - MCA2500ECL MACROQCELL ARRAY deseribes the concepts of the
MCA2500ECL Macrocell Array used in the CRAY. Y-MP computer system.

APPENDIX A - ENCINEERING DOCUMENTATION explains how Lo interpret the
engineering documentation associated with the CRAY Y-MP computer system.

"'NOTATIONAL CONVENTIONS

vi

The following conventions are used throughout this manual.

Convenlion Description

Lowercase italic Variable information is denoted by the use of lower case
italics.

Xorxorx . Anunused value is denoted by the use of this convention..

n A specified value is denoted by the use ol n.

(value) The contents of the register or memory location designated
by value.

Register bit . Register bits are numbered from right to left as powers of 2.

designators Bit 20 corresponds to the least significant bit of the register.

One exception is the Veclor Mask register. The Vector
Mask register bils correspond to a word element in a vector
register; bit 263 corresponds to element 0 and bit 20
corresponds to element 63.

CRAY PROPRIETARY CMM-.
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Number base

Al numbers used in this manual are decimal. unless
otherwise indicated. Octal numbers arve indicated with an 8
subscript. FExceptions are register numbers, the instruction
pavcel in instruction bulfers, and instruction forms, which
are given'inoctal without the subseript.

The following are examples of the preceding conventions.

Example

Transmit (Ak) to Si
167ixk

Read n words from
memory

BiL 263

1000g

RELATED PUBLICATIONS

Descriplion

Transmil the contents of the A register specified by the &
field to the S register specified by the i field.

Interpreted as machine instruction 167 with the j field not
used.

Interpreted as reading a specified number of words from
memory.

The value represents the most significant hit of an S
register or element of a V register.

The number base 1s octal.

For additional information on the CRAY Y-MP computer system, refer to the following
publications.

CMM- s3is-2a2s -

s CMM-0405-000

¢ CQH-0403-000

¢ CSM-0400-000

CRAY Y-MP Power Distribution And Refrigeration
Maintenance Manual. This manual describes operation and
maintenance of the power distribution and refrigeration
systems for the CRAY Y-MP computer system.. The manual
describes the microprocessor-based control system, Motor
Generator Set (MGS), power supplies, the Heat Exchange
Unit (HEU), and the Refrigeration Condensing Unit (RCU-1).
A Troubleshooting and Maintenance section is included.

CRAY Y-MP/832 Hardware Reference Booklet. This booklet is
a pocket-sized quick reference book. . [t contains the CAL
mstruction summary, Exchange Package, off-line diagnostic
standard locations, functional unit times, a mainframe
functional block diagram, and other information needed by -
hardware personnel repairing the computer system.

CRAY Y-MP System Programmer Reference Manual. This
manual provides a detailed architectural overview for the
CRAY Y-MP mainframe from a programmers perspective. [t
provides information to help system programmers write and
optimize program code. The manual contains the following
sections: CRAY Y-MP Computer System Overview, Shared
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HR-0080

HR-0082

HR-4000

HR-4001

Resources, CPU - Conurol, CPU Computation,  Paratlel
Processing  Fealures,  Maintenunce  Mode, and CPU
Instruction Descriplions.

Cray Peripheral Equipment Site Planning Reference Manual.
This manual provides site planning information for operator
workstation (OWS) and maintenance workstation (MWS)
equipment, Disk Storage units (DSUs), and Front-end
Interface (FEI) cabinets.

Cray Support Equipment Site Planning Reference Manual.
This manual provides site planning information [or
reflrigeration condensing units (RCUs) and motor-gencrator
sets (MGSs).

CRAY Y-MP/8 Site Planning Reference Manual. This manual
provides site planning information for the CRAY Y-MP
mainframe, the mainframe Heat Exchanger Unit (HEU), the
[/O Subsystem (10S), the SSD solid-state storage device, and
the I0S and SSD Power Distribution Units (PDUs).

CRAY Y-MP Computer Systems Functional Description
Manual. This manual describes all components of the CRAY
Y-MP computer system. The manual contains the {bllowing
tabbed sections: System Overview, Mainframe Architecture
and CPU Instructions, [/O Subsystem, SSD Solid-state
Storage Device, Peripheral Equipment, and Software
QOverview.
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1 - CRAY Y-MP PHYSICAL DESCRIPTION

CRAY Y-MP computer systems are powerful, general purpose machines that contain
eight Central Processing Units (CPUs). The CPUs achieve extremely high
multiprocessing rates by efficiently using the scalar and vector capabilities of all CPUs
con bmed with the systems’ bipolar memory and shared registers. The CRAY Y-MP
e uses technology based on 2500-gate macrocell array logic. Table 1-1 lists

the CRAY Y-MP computer system. Figure 1-1 shows the mainframe with
z )fswtem (IOS) and an SSD solid-state storage device.

The CR , 15 a 1ectangular shaped cabinet as shown in Figure 1-1.
The dir 3‘: the %15 are 79in. X 321in. X 76in. (201 ¢cm X 8lem X
193 cm). ThnWh%m&w }'}ploumatel) 5,000 ths (2,300 kg).

Figure 1-2 is a top viewYofithe mfmmt ame y rats mechanical organization. Twelve

power supplies are mount a v wcal¥y

) s through the center of the
cabinet. Dielectric coolant cuculat ; m@ e and through the power
supplies. A panel on the back of the i 1 ntatmssth dl,«iaCb required to adjust
power-supply voltages. Dielectric- coolan fzt‘n flOl’l‘éf tbﬁ,{ Cc/ll?lnel distribute
| «/in e

coolant to all of the logic chassis modules. ”"», ,

The following subsections describe the CRAY Y-MP mg' f 1e,f.§rcb1tectqre ?&e

subsections describe: pag ,fu e
g ey \

Mainframe and power supplies

Refrigeration condensing unit and available peripherals

Physical and functional characteristics of the memory, CPU, and clock modules
CRAY Y-MP system configuration

A8

l

® & o 0

WARNING and CONTROL SYSTEM

The warning and control system console is located in the center of the power-supply end
of the mainframe chassis. [t contains the fault indicating devices. The warning and
control system console monitors voltages, temperatures, pressures, flow rates, moisture,
control contacts, motor-generator set (MGS) conditions, and the state of the coolant
chiller. The system control console also contains a number of safety indicators that
detect abnormal operating conditions.

CMM. CRAY PROPRIETARY : 1-1
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CRAY Y-MP Physical Description

CRAY Y-MP Series Theory of Operations

Table I-1. CRAY Y-MP Features

Configuration

s Mainframe with eight Central Processing Units (CPUs)
* One standard I:O Subsystern, one optional 1 O Subsystem
* One SSD solid-slate storage device

CPU speed
Registers

Functional
Units

* 6.0 ns clock period (CP)
* 32-bit A registers, B registers, Shared B registers; 64-bit S

registers,T registers, Shared T registers, and V registers; one-bit
Semaphore registers

32-bit'Address Add, Address Multiply

64-bit Floating-point Add, Multiply, Reciprocal Approximation
64-bit Scalar Add, Logical, Shift, Pop/Parity, Leading Zeros
64-bit Vector Add, Logical, Shift, Pop/Parity and Second Vector
Logical

Central Mémory

32 million 64-bit words pius 8 check bits

256 banks

64 k x 1 bit, 15-ns bipolar storage chip

Single-error correction/double-error detection (SECDED) data
protectiont

nput’Output ® Four very high speed (VHISP) channels, at 1000 Mbyte/s each
e FEight high speed (HISP) channels, at 100 Mbyte's each
* Eight low speed (LOSP) channéls, at 6 Mbyte/s each
Physical 17.6 ft2 (1.64 m2) floor space for CRAY Y-MP mainframe
Description 15 ft2 (1.39 m2) floor space for each 10S

s 400-Hz power from the MGSs; PDU inside mainframe cabinet

15 ft2 (1.39 m2) floor space for the SSD _

2.5 tons (2.27 metric tons) CRAY Y-MP mainframe weight

1.5 tons (1.36 metric tons) for each 10S

Dielectric fluid cooling for mainframe modules and power supplies,
using Freon chiller unit heat exchanger

Three module types: 32 memory, 8 CPU, 1 clock

t Hamming, R.W.,
1950).

1-2

Maintenance

The maintenance work station (MWS) is 68020 based, 4-Mbyte
memory, 20-slot VME chassis

CPUs have a selectable maintenance mode

Memory tester unit

CPU tester unit, one CPU module and four memory modules
Centralized repair station (off-site)

Shared Resources module

“Error Detection and Correcting Codes,” Bell System Techmnical Journal, 29, No.2, pp. 147-160 (April,

CRAY PROPRIETARY CMM--
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10S SSD

CRAY
Y-MP
Main-
frame

Figure 1-1. CRAY Y-MP Computer System
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CRAY Y-MP Physical Description
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CRAY Y-MP Series Theory of Operations

SSD Side
Wire Mat
o Power Supplies —
© C
a ,
Coolant d o fg
Logic Chassis PDU n ¥,
S Variacs | t c
t r
K
a 0
r Power Supplies I
t
Wire Mat

I0S Side

Figure 1-2. Mainframe Mcchanical Organization (Top View)

POWER SUPPLIES

The CRAY Y-MP mainframe operates (rom a 400-Hz, 3-phase power supply. The MGSs
transfer 400-Hz power to each of the 12 power supplies. The power supplies provide
power to the modules through the bus bars attached to the back of each module. The 12
power supplies are mounted on a vertical plate that rises through the center of the
cabinet {refer to Figure 1-3 for power supply to module assignments). Dielectric coolant
circulates through the vertical plate and through the power supplies. A pane! on the
back of the mainframe contains the variacs required to adjust power-supply voltages.
The presence of the Power Distribution Unit (PDU) variacs eliminates the need for a
separate PDU for the mainframe.

COOLING

1-4

The mainframe is cooled by chilled dielectric fluid circulating through each module,
each power supply, and the power-supply mounting plate. The refrigeration unit is a
freon-based condensing unit that cools the dielectric (luid by means of a Freon-to-
dielectric fluid heat exchanger. The Refrigeration Condensing Unit (RCU) is cooled hy

customer-supplied chilled water. The heat exchanger contains a pump that circulates

the dielectric fluid through the mainframe (Figure 1-4 shows the dielectric fluid
circulation paths). Each dielectric fluid circulation loop has an adjustable ball valve
that controls the flow rate. The power supply module temperature can he raised or
lowered by performing evaporator adjustments at the Heat Exchanger Unit (HEU).
There is an optimum temperature and flow rate for each circulation loop.

Dielectric-fluid piping and hose connections are made with quick-disconnect couplings.
Connections to power supplies and modules are made with self-sealing quick disconnect
couplings. The dielectric fluid is sealed off in both sides of the coupling when the
coupling is opened. For additional information refer to the CRAY Y-MP Power
Distribution and Refrigeration Maintenance Manual, CMM-0405-000.

CRAY PROPRIETARY CMM-.



CRAY Y-MP Series Theory of Operations

Power Sunply for
8 Memory Modutes
in Secton 0

Power Supply for
8 Memory Modules
in Section 1

Power Supply for
4 CPU Modules
{CPUs 0-3)

Power Supply for
4 CPU Modules
(CPUs 4-7)

Power Supply for
8 Memory Modules
in Section 2

Power Supply For
8 Memory
Modules in Section
3, and the System
Clock Modute

CMM. -

Section 0
-4.5V -2V
2200 A 8 pemory 2800 A [
45V : 52V :
= 2200 A Section 1 2000 A [*
8 Memory
Modules
| 45V 5.2V
2200 A 2200 A [T
8 CPU Modules
| 45V 52V
1 2200 A 2200 A
Section 2
8 Memory
Modules
45V 5.2V
2200 A 2200 A T
Section 3
8 Memory
Modules
| 45 Vv 2V
2200 A System Clock 2800 A =
Module

Figure 1-3. Power-supply Configuration (Rear View)
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CRAY Y-MP Physical Description

Puwer Supply for
16 Meomory
Modues (Sections
O and 1) and 4
CPU Modules
{CPUs 0-3)

Power Supply for 8
Memory Modules
in Secton 0

Power Supply for 3
Memory Modules
in Section 1

Power Supply for 8
Memory Modules
in Section 2

Power Supply for 8
Memory Moduies
in Section 3

Power Supply for
16 Memory
Modules (Sections
2 and 3), 4 CPU
Modules (CPUs 4-
7)., and the System
Clock Module
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Customer-Supplied
Chilled Water «——

Refrnigerauon Condensing
Unit

1 |

Heat Exchanger Cabinet

Return Manifold

" Legend

X

Hoses
Piping (Relfrigerant)

Valve

Supply Manifold

Power

X X
Power

Modules Supply -
‘ Plate

Figure t-4. Dielectric-fluid Circulation Paths

LOGIC CHASSIS |

Supply
Units

The logic chassis contains eight CPU modules, 32 memory modules, and the System

Clock module (refer to Figure 1-5).

Coolant manifolds at the front of the cabinet

distribute coolant to all of the logic modules. The coolant connections to each module are
located at the front of the module. The DC power bus connections are located at the back
of the modules, near the power supplies. The signal connectors, located along the sides of
the logic chassis, are special zero-insertion-force connectors that disengage to allow the
modules to slide out the front of the chassis.

1-6
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CRAY Y-MP Series Theory of Operations CRAY Y-MP Physicél Description

Siot = 1 Mamory Moduie/Section 0 Data Bits 0 10 8
Siot # Memory ModulgrSechon 0 Data Bids 9 to 17
Stot #

ro

Memaory ModuleSection 0 Data Bits 18 1o 26

3
Siot = 4 Memory Module:Secton 0 Data Bls 27 10 35
Slot# 5
Siot # 8 Memory Module/Section 0 Data 8its 45 10 53
Slot # 7 Memory Module/Secunn 0 Data Bits 54 (0 62
Slot # 8 Memory Module/Section 0 Data Bit 63, Check Bus 0 1o 7
Slot # 9 Memory Module/Section 1 Data Bits 0 10 8
Siol # 10 Memory Module/Section 1 Data Bits 9 to 17
Siot # 11 Memory Module/Seclion 1 Data Bits 18 lo 26
Slot # 12 Memory Module/Section 1 Data Bits 27 to 35
Slot # 13 Memory Module/Section 1 Data Bits 36 to 44
Slot # 14 Memory Module/Section 1 Data Bits 45 to 53
Slot # 15 Memory Module/Section t Data Bits 54 to 62
Slot # 16 Memory Module/Section 1 Data Bit 63, Check Bius 0 10 7

Memory MaduieSection 0 Daia Bus 36 to 44

Slot # 17 CPU O
Slot # 18 CPU 1
Slot # 19 CPU 2
Slot # 20 CPU 3
Slot # 21 CPU 4
Siot # 22 CPU 5
Slot # 23 CPU 6
Slot # 24 CPU 7

Slot # 25 Memory Module/Section 2 Data Bits 0 t0 8

Slot ¥ 26 Memory Module/Section 2 Data Bits 9 to 17

Slot # 27 Memory Module /Section 2 Data Bits 18 10 26

Slot # 28 Memory ModulesSection 2 Data Bits 27 10 35

Slot # 29 Memory Module/Section 2 Data Bits 36 10 44

Siot # 30 Memory Module/Section 2 Data Bits 45 to 53

Slot # 31 Memory Module/Section 2 Data Bits 54 to 62

Slot # 32 Memory Madule/Section 2 Data Bil 63. Check Bits 0 10 7
Slot # 33 Memory Module/Section 3 Data Bits O to 8

Slot # 34 Memory Module/Section 3 Data Bits 9 to 17

Siot # 35 Memory ModulesSection 3 Data Bits 18 10 26

Slot # 36 Memory Module/Section 3 Data Bits 27 0 35

Slot # 37 Memory ModulesSection 3 Data Bits 36 to 44

Slot # 38 Memory Module/Section 3 Data Bits 45 o 53

Slot # 39 Memory Module/Section 3 Dala Bits 54 to 62

Slot # 40 Memory Module/Section 3 Data Bit 63, Check Bits 010 7
Slot # a1 System Clock Module

Figure 1-5. Module Locations within the Logic Chassis

MODULE DESCRIPTION

Coolant flows through the two hollow cold plates contained on each CPU and memory
module. The System Clock module has one hollow cold plate. A printed circuit board is

CViM- CRAY PROPRIETARY 1-7



CRAY Y-MP Physical Description CRAY Y-MP Series Theory of Operations

mounted on each side of hoth cold plates for CPU and memory modules: Figure 1-6
shows the standard module construction.

Fach circuit board has 12 fayers and measures 11 in X 21.21in (28 em X 54 em). There is

space un the board for up to 78 of the 2500 macrocell wrray chips  These boards arce
grouped into pairs and mounted [lat on two hollow cold plutes  Boards A and B are
mounted on the upper cold plate. Board A is mounted on top of the cold plate with its
component side up. Board B is mounted on the bottom of the cold plate, component side
down. Board A and Board B mounted on a cold plate makes up the upper cold-plate
assembly. Boards C and D are mounted to the second cold plate to form the lower cold-
plate assembly. The two cold-plate assemblies are then stacked and connected together
to form a complete module. Cooling pads on the module, wheve the board is cut away to
allow the chips to directly contact the cold plate, provide more efficient cooling of the
chips.

Memory Module

1-8

The CRAY Y-MP computer system contains 32 million words of memory divided into 4
sections, 32 subsections, and-256 banks. Wilthin a section, cach of the eight modules is
responsible for 9 bits of the 72-bit (64 data bits and 8 check bits) data word (refer to
Figure 1-5). The memory modules contain all Central Memory data storage chips and a
large portion of the data paths, address paths, and control logic needed to transfer data
between the storage chips and the eight CPU’s. Memory access conllicts are resolved on
the memory modules and on the CPU modules. SECDED generation and checking is
also done on the CPU module.

The CRAY Y-MP computer system contains 32 identical memory modules. The overall
dimensions of the memory module are 23.30 in. X 12.80in. X 1.391n.(69.18 cm X 32.51
em X 3.53 em). A sample layout of the memory module boards is shown in Figure 1-7,
Sheets 1 through 4.

Each memory board has thirty-five 2500-gate macrocell array chips and 288 64 k X 1-bit
ECL-compatible RAM chips. The RAM chips are arranged in 36 groups of 8. Figure 1-8
shows the locations of individual memory chips within a group.

There are 20 edge connectors on each board, 8 on the Y side and 12 on the Z side. Each
edge connector has 26 pairs of pins for electrical contacts between the module and the
chassis wiring. The module also has 57 feed-through connectors. Each of these
connectors has up to 48 pins for electrical connections between the four boards on the
same module. Each memory board has room for 121 test points that total 484 per
memory module.

Power is supplied to the module through a ground connector and three power busses at
the rear of the module. The busses supply -2.0 V to the terminator resistors {(internal to
the circuit boards), -4.5 V to the 2500-gate macrocell array chips, and -5.2 V to'the RAM
chips. Module cooling is provided by circulating dielectric coolant through hollow
channels in the cold plates. The coolant enters and exits the cold plates through quick-
disconnect connectors at the front of the module.

CRAY PROPRIETARY CMM--.
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Figure 1-6. Module Construction
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Figure 1-8. Memory Chip Group Layout

" CPU Module

Each CPU is contained on one module; all CPU modules are identical (refer to Figure 1-
9, Sheets 1 through 4).

All eight CPUs share the mainframe’s Central Memory, the inter-CPU communication
section, Real-time Clock, and the /O section.

Each CPU module has four 12-layer printed circuit boards per module. The overall
dimensions of the CPU module are 23.30 in. X 12.80 in. X 1.391n. (59.18 cm X 32.51 cm
X 3.53 em). The CPU modules also consist of Boards A through D mounted on two cold
plates.

Each CPU board can contain up to seventy-eight 2500-gate macrocell array chips. There
are 24 edge connectors on each board, 12 on the Y side and 12 on the Z side. Each edge
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CRAY”YMP Series Theoryof Operations : CRAY Y-MP Physical Description

connector has 26 pairs of pins that make electvical contacts between the module and the
chassis wiring. The module also has 79 feed-through conneclors.  Fach of these
connectors has 48 pins that make electrical connections between boards A through D) on
a CPU module.

Each CPU board has 121 Lest points, totaling 484 test points per CPU module.

A ground connector and two power busses al the back of the module supply power to the
CPU module. The busses supply -2.0 V to the terminator resistors (internal to the circuit
boards) and -4.5 V to the 2500-gate macrocell array chips.

Module couling is provided by circulating dielectric coolant through hollow channels in
the cold plates. The coolant enters and exits the cold plates through quick-disconnect
connectors at the front of the module.

System Clock Module

CMM-.

The mainframe is synchronized by the system clock. The System Clock module
generates and fans out the 6-ns clock signal for each CPU and memory module (refer to
Figure 1-10). The System Clock module can generate crystal-controlled {requencies that
are switch selectable from Lhe deadstart panel. There is also a provision for running
from an external frequency source that is also selectable from the deadstart panel
switches. '

The module contains only Board A, which is mounted in a C hoard slot in the chassis.
This module arrangement allows for the placement of higher profile components on the
top surface of the module. Because the system clock module contains only a single board
mounted on a single cold plate, the components will not cause a clearance problem with
the module directly above it. The single system clock module board is mounted on a cold
plate and bolted with screws running through the cold plate.

The system clock module has the same physical dimensions as the memory and CPU
modules.

Like the memory module and the CPU module, the board used on the System Clock
module has 12 layers.

The board contains twelve 2500-gate macrocell array chips and four crystals that control
the clock frequencies. The two conhexes located on the front edge of the module ave used

~as auxilliary connectors. One conhex provides a clock from an external signal source

and the other conhex provides for reading clock signals out of the module. Layout of the
edge connectors on the system clock module is exactly the same as on the the memory
and CPU modules. Because the System Clock module has only one board, feed-through
connectors are not needed.

The System Clock module has no test points. The clock is test pointed on both the CPU
and memory modules.

Power is supplied to the System Clock module through a ground connector and two
power busses at the rear of the module. The busses supply -2.0 V to the terminator
resistors (internal to the circuit boards) and -4.5 V to the oscillators and 2500-gate
macrocell array chips.

CRAY PROPRIETARY 1-19
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System Clock module cooling is provided by circulating dietectric coolant through hollow
channels in the cold plate. The coolant enters and exits the cold plate through quick-
disconnect.connectors at the front of the module.
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CENTRAL MEMORY

The CRAY Y-MP computer system contains a large high-speed Central Memory that is
shared by all eight central processing units (CPUs) and the I/O section, This section
describes the major functions and components of Central Memory. It coversthree major
topics:

® Anoverview of Central Memory
¢ A description of Central Memory functions and components on the CPU Module

® A description of Central Memory functions and components on the Memory
Module ‘

OVERVIEW

Central Memory consists of 32 Mwords of solid-state random-access memory (RAM).
IBach memory word consists of 72 bits-64 data bits and 8 error-correction bits {check
bits). Storage for data and check bits is provided by 64k X 1 bit ECL-compatible RAM
chips with a 15 ns access time. In order to improve memory access speed, Central
Memory is divided into multiple banks thal can be active simultaneously. The banks
have a 5 clock period (CP) cycle time; each bank can be accessed once every 5 CPs.

In each CPU, the A, B, S, T, and V registers and the instruction buffers have access to
Central Memory through memory ports. Itach CPU has four ports, so that up to four
memory references can .occur simultaneously in each CPU. The I/0 section does not
have its own memory ports, but shares one port in each CPU.

Memory Instructions

10/23/87

Table 2-1 shows all the CPU machine instructions that transfer data between CPU
registers and Central Memory or that affect memory operation. Instructions 10h to 13h
perform scalar references; each instruction causes only one word to be transflerred to or
from memory. Instructions 034 to 037 perform block transfers. Each instruction
transfers a block (1 to 64 words) to or from consecutive locations in memory.
Instructions 17610k and 1770jk perform siride references. One Lo 64 words are
transferred to or from memory localions that arc separated by a constant increment
(stride). Instructions 176ilk and 1771jk perform gather and scatter references. They
transfer 1 to 64 words Lo or from randomly-programmable locations in memory.

Instructions 002300 Lo 002700 alfccl memory operation. Instructions 002300 and
002400 sel and clear the Interrupt on Operand Range Error (IOR) flag in the Exchange
Package Mode register. Read "Address Range Checking” in this section for an
explanation of the IOR flag. Instructions 002500 and 002600 clcar and set the
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Table 2-1. Memory Instructions

Instruction
Type of
_ Description Memory
Machine CAL Reference
Code '
10hijkm  (X-mode) Ai exp,Ah | Read from ((Ah) +exp) to Ai Scalar
10hi00Omn  (Y-mode) exp = ijkm or nm
11hijkm (X-mode) exp,Ah Ai | Write (Ai) to ((Ah) +exp) Scalar
11hi0Omn  (Y-mode) exp = ijkm or nm
12hijkm (X-mode) Si exp,Ah | Read from {(Ah) +exp) to Si Scalar
12hi00mn  (Y-mode) exp = ijkm or.nm
13hijkm (X-mode) | exp,Ah Si | Write (Si) to ((Ah) +exp) Scalar
13hi00mn  (Y-mode) exp = ijkm or nm ’
034ijk Bik,Ai ,AO0 | Read (Ai) words from (A0) to B register jk Block
035ijk A0 Bjk,Ai | Write (Ai) words to (A0) from B register jk Block
036ijk Tik,Ai ,AQ Réad (A1) words from (AQ) to T register jk Block
037ijk A0 Tik,Ai | Write (Ai) words to (A0) from T register jk Block
176i0k Vi ,A0,Ak | Read (VL) words from (AQ0) incremented Stride
by (Ak) to Vi
17705k ,AD0,Ak Vi 1 Write (VL) words to (A0) incremented Stride
by (Ak) from Vi
176i1k Vi ,AQ,Vk | Read (VL) words from ((AQ) +(Vk)) to Vi Gather
1771}k A0, VK V) | Write (VL) words Lo ({A0) +(Vk)) from Vi Scatter
002300 ERI Enable aoperand range error interrupts None
002400 DRI Disable operand range error interrupts None
002500 DBM Disa'ble bidirectional memory transfers None
002600 EBM Enable bidirectional memory transfers None
002700 CMR | Complete memory references ' None

Bidirectional Memory (BM) flag in the Mode register. Instruction 002700 performs no
operation, but it holds issuc until all previously issued instructions have completed all
memory references. Read "Memory Porls” in this section for an explanation of the BM
flag and the 002700 instruction.’

In addition to memory references that are generatled directly by CPU machine
instructions, there are threc ways that memory references are generated indirectly. A
“no-coincidence condition in a CPU causes an instruction felch sequence to begin, which
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causes 32 consecutive words to be read from memory to an instruction buffer. An
Exchange Sequence in a CPU causes 16 words to be read from and 16 words to be written
to Central Memory. For details on the Fetch and Exchange Sequences, read "Instruction
Fetch” and "Exchange Mechanism” in Section 3 of this manual. An VO transfer to or
from an external device causes a block of words to be read from or written to memory.
Read Section 9 in this manual for details on I/O transfers.

Logical Organization

Figure 2-1 show the major architectural features of Central Memory. Refer to this figure
while reading the following paragraphs.

Central Memory is divided into {our sections, each section into eight subsections, and
each subsection into eight banks. This arrangement permits simultaneous memory
references (that is, two or more memory references that begin in the same CP) and
overlapping memory references (one or more memory references that begin while
another reference is in progress).

Memory Paths

Each CPU has an independent path into each memory section. (The I/0 section does not
have its own paths, but shares the paths of each CPU.) This allows each CPU to make up
to four simultaneous memory references, one reference to each section. Each CPU can
have overlapping references in different sections without restrictions, and can have
overlapping references within a scclion as long as each reference uses a different
subsection. Because cach CPU has only one path into each memory section,
simultaneous references to the same séction are not permitted.

Simultaneous and overlapping memory references involving two or more CPUs have
fewer restrictions than those involving only a single CPU. Simultaneous and
overlapping memory references from different CPUs are permitted within a section and
within a subsection. The only limitation is thal each reference must use a different
bank.

Memory Ports

10/23/87

Fach CPU has four memory ports which it uses to access its paths to Central Memory.
As shown in Table 2-2, each memory port has for specific purposes. Ports A, B, and C are
used by memory reference instructions and by the Exchange Sequence. Port D is used by
the instruction buffers and the I/0 seclion.

With the exception of memory reads to V registers (176i0k and 176ilk instructions),
cach type of memory reference uses one specific port. On a read to a V register, Port B is
used if it is available. If Port B is reserved, Port A is used if il is available. If both ports
are reserved, the instruction holds issue until one of the ports is available. If both ports
become available at the same time, Port B is used.
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Figure 2-1. Central Memory Architeclure
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Ports A, B, and C

10/23/87

. Ports A, B, and C operate differently for block and vector transfers (B, T, and V registers}

than for scalar transfers (A and S registers). A memory reference instruction that
transfers data to or from B, T, or V registers holds issue if the associated port is in use by
another memory operation. When the port becomes available, the instruction issues and
reserves the port. The port remains reserved until the instruction has completed all its
memory references. Then the port reservation is cleared, making the port available for
other memory operations. Normally, a block or vector transfer can read or write one
word of data each CP. However, if the instruction encounters a memory conflict during
its execution (read "Memory Conflicts” in this section), it temporarily suspends

“operation until the conflict is resolved. Therefore, the number of clock periods that the

instruction executes and that the port is reserved is unpredictable.

Table 2-2. Memory Ports

Port Types of Used By
References -
Bes, TI i3SI stiog )
A Read Only K Réélsters(ﬂor‘\‘mstructnc?n)

B Registers (034 instruction)
V Registers (176 instructions)
Exchange Data (first eight words)

B Read Only §-Registers-H2b-instrictiont
T Registers (036 instruction)

V Registers {176 instructions)
Exchange Data (last eight words)

C Write Only A Registers (11h instruction)

B Registers (035 instruction)

S Registers (13h instruction)

T Registers (037 instruction)

V Registers {177 instructions)
Exchange Data

D Read and Write | Instruction Buffers
/O Section

Block and veclor transfer instructions that use different ports are normally allowed to
operate simultaneously. Under some circumstances this can cause memory references to
occur in an unwanted sequence. For example, if an 035ijk instruction (write to memory
from-a block of T registers) precedes a 17610k instruction (read from memory to a V
register) that uses one or more of the same memory addresses, it is possible that some
memory addresses will be read before the data is wrilten to them; both instructions can
operate simultancously, and the read instruction may reference an address before the
write instruction,

CRAY PROPRIETARY 2-5
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Port D

There are two ways to preven( this problem. An 002700 instruction (complete memory
references) inserted between the write and read instructions holds issue until Ports A, B,
and C are available. Although this instruction does not perform any operation, it
prevents the read instruction from issuing until the write instruction has completed all
its memory references and cleared the Port C reservation.

Alternatively, if the BM flag is clear, there is no problem with out-of-sequence -
references. In this case, instructions that use Port A or B also require Port C to be
available, and instructions that use Port C require Ports A and B to be available. The
memory read instruction holds issue until the write instruction has completed all its
references.

A scalar transfer instruction (A or S register) requires that Ports A, B, and C be
available before it can issue. Ports A, B, and C are reserved until the instruction has
made its memory reference. This prevents outl-of-sequence references involving A and S
registers. '

“For Port D, an instruction fetch sequence has priority over an I/O transfer. That is, if a

fetch request occurs while an I/O transfer is in progress, the I/O transfer is suspended
and the fetch begins. - When the fetch is completed. the I/O transfer is allowed to
continue,

Conflict Resolution

2-6

A memory conflict occurs whenever a memory port tries to access a shared part of
memory that is in use or whenever two or more ports try to access a shared part of
memory at the same time. Intra-CPU conflicts involve ports in the same CPU.. Inter-
CPU conflicts involve ports in different CPUs. In both cases, conflict resolution logic
uses predefined priority schemes to sequence the conflicting memory references and -
maximize overall machine throughput.

Therc are four types of memory conflicts: section, subsection, simultaneous bank, and
bank busy. The following paragraphs explain each type of confli¢t and how the conflict
is resolved.

A section conflict occurs when Lwo or more ports in the same CPU altempt to access the .
same memory section simultaneously. It occurs because there is only one path from each
CPU to each memory section. The port with the highest priority is allowed to begin its
reference. All other conflicting ports hold reference for 1 CP. The following rules

- delermine relative priorities between conflicting ports:

1. Port D has priority over Ports A, B, and C when it is being used for an
instruction fetch sequence.

2. Among Ports A, B, and C, any port that has an odd memory address increment
has priorily over every port that has an even increment. The following rules
determine the type of increment (even or odd) for each port:

CRAY PROPRIETARY 10/23/87
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a. A port being used by a block reference instruction has an address
increment of one, which is odd.

b. A port being used by a stride reference instruction can have any constant
increment (even or odd).

¢. A port being used by a gather or scaiter instruction can have an
increment that changes after each reference. For the porpose of conflict
resolution, a gather or scatter instruction is always considered to have
an odd increment.

3. Among Ports A, B, and C with the same type of memory increment, priority is
determined by the relative time of instruction issue. The port being used by the
instruetion first issued has the highest priority.

4. Port D normally has a lower priority than Ports A, B, and C when it is being
used for an I/O transfer. However, if a Port D memory reference has been
forced to hold for 32 CPs, Port D is temporarily given top priority so that one
memory reference can proceed. After the reference has begun, Port D returns
to its low-priority status.

Subsection conflicts occur because each memory reference by a CPU makes an entire
memory subseclion unvailable to all ports in the same CPU for 5§ CPs. A subsection
conflict occurs if any port in the same CPU attempts to make a reference to the same
subsection during this interval. -The new refererence holds until the old reference no
longer needs the subsection~1 to 4 CP’s. Subsection conflicts usually involve two or more
ports, but may involve two references from the same port.

If two or more references are holding because of the same subsection conflict, a section
conflict occurs immediately following the resolution of the subsection conflict. Another
subsection conflict will occur 1 CP after the section conflict. For example, if Port A is
using a subseclion and Ports I3 and C attempt Lo usc the same subsection while it is busy,
Ports B and C will hold due Lo the subsection conflict. When the reference from Port A
no longer needs the subsectlion, the subsection conflicts will disappear. Ports B and C
will be involved in a section conflict, which will be resolved according to the priority
rules listed above. The port with the highér priority will make its reference, and the one
with the lower priority will encounterr a subsection conflict.

A simultaneous bank conflict occurs when {wo or more ports in different, CPUs attempt
to access the same memory bank at the same time. The CPU with the highest priority is
allowed to make its reference. All other CPUs allempting to access the same bank hold
reference for 1 CP. Relative priorities between CPUs are determined by memory section
and subsection number. Table 2-3 shows thal each CPU is given a fixed priority in each
section and subsection. Following a simultaneous bank conflict, each CPU port that was
forced to hold reference encounters a bank busy conflict.

Bank conflicts occur hecause cach memory reference by a CPU makes the referenced
memory bank unavailable to all ports in all other CPUs for 5 CPs. A bank busy conflict
occurs if any port in a different CPU attempts to make a reference to the same bank
during this interval. The new reference holds until the old reference no longer needs the
bank-1to 4 CPs. If two or more ports are holding becausc of the same bank busy conflict,
a simultaneous bank conflict will occur immedialely {ollowing resolution of the bank
busy conflict. o
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Table 2-3. CPU Priorities

Priority
CPU Section 0 Section 1 Section 2 Section 3
Subsections | Subsections | Subsections | Subseclions | Subsections | Subsections | Subsections | Subsections
01,45 | 2367 | 001,45 | 23,67 | 0,1,45 | 23.6,7 | 0,1,45 | 23,67
CPUO | A ©H D E C F B G
(highest (lowest
priority) priority)
CPU 1 B G A H D E C F
CPU 2 C F B ‘ G A H D E
CPU 3 D E C F B G A H
CPU 4 H A E D F C G B
CPU 5 G B H A E D F C
CPU 6 F C G B H A E D
CPU7 E D F C G B H A

The four types of memory conflicts are summarized in Table 2-4.

Memory Addressing

2-8

Twenty five address bits, numbered 20 o 224, are used to address 32 Mwords of memory.
Figure 2-2 shows the function of each address bit. Bits 20 and 2! select one of the four
memory sections. Bits 22 to 24 select one of the eight subsections within the section. Bits
25 to 27 select one of the eight banks within the subsection. In cach of these fields, the
highest-numbered bit is most significant. With this arrangement, if the memory
address advances sequentially, all four memory sections are stepped through in turn.
Next all 32 subsections are stepped through. Finally all 256 banks are stepped through.

Address bits 28 to 224 select one address within a section, subsection; and bank. Bit 219
selects one of two sets of chips in the bank. Bits 28 to 218 and 220 (o 224 determine the
internal address within each chip.

Memory seclions are numbered 0 to 3, according to address bits 20 and 21. There are two
methods for numbering the 32 subsections. Using the absolute method; address bits 20
to 24 are viewed as the subscction number. Using the relative method, bits 20 and 21
comprise the section number and bits 22 to 24 comprise the subsection number. For
example, assume address bits 24 to 20 are 101019. Using the relative method , the
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Table 2-4. Memory Conflicts

Conflict Type | Duration " How Resolved Remarks
Section Intra- 1 CP | Highest priority port makes Foliowed by a subsection
CPkU reference. Other ports hold conflict if references are to
reference. the same subsection.
Subsection | Intra- 1 to 4 | Al memory references hold Followed by a section conflict
CPU CPs until reference in progress is | if two or more references are
complete. forced to hold.
Simultaneous | Inter- 1 CP | Highest-priority CPU makes Always followed by a bank
Bank CPU reference. Other CPUs hold | busy conflict.
1 reference.
Bank Busy | Inter- 1to 4 |Al memory references hold Foliowed by a simultaneous
' CPU CPs until reference in progress is | bank conflict if two or more
complete. references are forced to hold.

224023 222 221 220 219 218 217 216 215 214 213 212 211 210 29 28 27 26 25 24 23 22 21 20

| 1 | ] L

10/23/87

Chip Select Bank Select

Internal Chip Address Subsection Select

Section Select —

IFigure 2-2. Memory Addressing

address is in Section 1, Subsection 5. Using the absolute method, the address is in
Subsection 25g (Subsection 21 ).

Similarly, there are two methods for numbering the 256 banks. Using the absolute
method, address bits 20 to 27 arc viewed as the bank number. Using the relative method,
bits 20 and 21 comprise the section number, bits 22 to 24 the subsection number, and bits
25 to 27 the bank number. For example, assume address bits 27 to 20 are 010101014.
Using the relative method , the address is in Section 1, Subsection 5, Bank 2. Using the
absolute method, the address is in Bank 125g (Bank 85,¢). '

The remainder of this section uses the relative method of numbering subsections and

banks.

CRAY PROPRIETARY 2-9
PRFIIMINARY INFORMATION




Central Memory CRAY Y-MP Theory of Operation

Address Range Checking

2-10

Four registers in the Exchange Package are used to place a program’s data and
instruction fields in specific locations in memory and to allocate specific amounts of
memory to the fields. This has two benefits. First, all programs are relocatable. When a
program is written, the programmer does not need to know where in memory the
instruction and data fields will be located. Second, each program can have its memory
access restricted to certain parts of memory. A program can be halted if it tries to
execule an instruction outside of its allowed instruction range or if it tries to read or
write data outside of its allowed data range. This is especially important where more
than one program occupies memory at the same time: programs can be prevented from
executing instructions or operating on data that belongs to other programs.

The Data Base Address (DBA) register determines where in memory a program’s data
field is located. Addresses generated by memory reference instructions are relative to
the DBA register. Each time an instruction makes a memory reference, the memory
address generated by the instruction is added to the contents of the DBA register to form
the absolute memory address.

The Data Limit Address (DLA) register determines the highest absolute memory
address the program can use for reading or writing data. Each time an instruclion
makes a memory reference, the absolute address generated is compared to the DLA
register. If the absolute address is less than the DLA register, the reference is allowed to
proceed. If the absolute address is equal to or greater than the DLA register, an out-of-
range condition exists and the memory relerence is aborted by disabling all chip selects
and write enables in the referenced memory bank.  For a memory write reference, no
write operation is performed. For read reference, all bits are set to zero.

If the Interrupt on Operand Range Error (IOR) flag (in the Exchange Package Mode
register) is set, the out-of-range condition sets the Operand Range Error (ORE) flag (in
the Exchange Package [lag register) and causes an Exchange Sequence to begin. If the
IOR Nag is clear, program execution is allowed Lo continue.

The Instruction Base Address (IBA) register functions similarly to the DBA register,
except that it operates on a program’s instruction field. Each time an instruction fetch
sequence takes place, absolute memory addresses are formed by adding the relative
addresses generated by the feteh control logic to the contents of the IBA register.

The Instruction Limit Address (ILA) register [unctions similarly to the DLA register,
excepl that it operates on a program’s instruclion feld and there is no provision for
continuing program excculion when an out-of-range condition occurs. If an absolute
memory address generated by an instruction fetch sequence is less than the ILA
register, the fetch sequence is allowed to proceed. If the absolute address is equal to or
greater than the ILA regisler, an out-of-range condition exists. This sets the Program
Range Error flag (in the Exchange Package FPlag register) and disables all chip selects in
the referenced memory bank. All bits in the referenced bank are read as zeros and
transmitted to the active instruction buffer. Because all bils are zero, the instruction is
executed as an Error Exit (000 instruction), which causes an Exchange Sequence to
begin.

The DBA, DLA, IBA, and ILA registers contain only address bits 28 to 227. Bits 20 to 27

are always 0. Therefore Lhe contenls of these registers is always a multiple of 400g
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(25619). The data and and instructions fields must begin on a 400g word boundary and
must be a multiple of 400g words long. Adding the contents of the DBA or IBA register
to'a relative memory address does not change the section, subsection, and bank number.
Therefore, memory conflicts can be determined from the relative addresses generated by
instructions and the fetch control logic. It is not necessary use absolute addresses to
determine if conflicts exist.

Address range checking is not performed during Exchange Sequences and I/O transfers.
Memory addresses generated by these operations are absolute addresses.

~ Error Detection and Correction

Single Error Correction, Double Error Detection (SECDED) monitors Central Memory
for data errors. Memory errors involving only one bit in each data word (single-bit
errors) can be detected and corrected. Double-bit errors can be detected, but cannot be
corrected. Errors involving more than two bits cannot be reliably detected.

The SECDED error processing scheme was developed by R. W. Hamming.t When a 64-
bit word (bits 20 to 263) is written to memory, an 8-bit check byte is generated and stored
in memory with the data word. (The check bits are number 0 to 7 and are stored as data
bits 264 to 271.) When the word is read from memory, a check byte is again generated
and compared with the original check byle, using a bit-by-bit Exclusive-OR. The
resulting comparison is called a syndrome. Ifall the bits in the syndrome are 0, the two
check bytes are identical and no memory error occurred.

If there are one or more 1s in the syndrome, some type of memory error occurred. The
type of memory error (single-bit or double-bit) can be determined by interpreting the
syndrome. If a single-bit error occurred, the syndrome indicates the bit in error. The
SECDED logic toggles the incorrect bit to its correct value. If a double-bit error
occurred, the syndrome indicates that there was an error, but it cannot pinpoini the
incorrect bits. Errors involving more than two bits produce unpredictable results. In
some cases Lthey produce unique syndromes that can be delected by the SECDED logic.
In other cases the syndrome appears to be a no-error condition or a single- or double-bit
error,

Table 2-5 shows the data bits used to generate each bit in the check byte. All data bits
marked with an X in a row contribute to the corresponding check bit. The parity of all
such data bits determines the state of the check bit. If the parity is even, the check bit is
set Lo zero. If it is odd, the check bit is set to one. For example, the data bits that make
up check bit 0 are bits 21, 23, 25 27, 29 211 213 215 217 919 221 223 225 227 229 and 231
to 255, If an even number of these bits is one, check bit 0 is set to logic 0. Otherwise it is
set to logic 1.

If a syndrome other than zero is generated, memory error information is sent to the error
channel (read ”Error Channel” in section 9 of this manual) to help pinpoint the
hardware failure. A non-zero syndrome may also initiate an Exchange Sequence,
depending on the state of two flags in the Exchange Package Mode register. If the

1 Hamming, R. W., “Ercor Detection and Correcting Codes,” Bell System Technical Journal, 29, No. 2, pp.
- 147-160 (April, 1950).
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Table 2-5. Check Bit Generation

Data Bits Data Bits

263 262 261 260_ 258 258 957 256 255 254 983 . 252 251 250 249 248
Check Bit 0 X X X X X X X X
Check Bit 1 X X X X X X
Check Bit 2 X X X X X X X X X X
Check Bit 3 X X X X X X X X
Check Bil 4 X X X X X X
Check Bit 5 X X X X X X
Check Bit 6 X X X X X X
Check Bit 7 X X X X X X X X

247 246 245 044 243 242 241 240 239 238 237 236 235 234 233 232
Check Bit 0 X X X X X X X X X. X X X X X X X
Check Bit 1 X X X X X X X X X X X X X. X X X
Check Bit 2 X X X X X X X X
Check Bit 3 X X X X X X X
Check Bit 4 X X X X X X X
Check Bit 5 X X X X X X
Check Bil 6 X X X X X X X X
Check Bit 7 X X X X X X X X

231 230 229 028 227 9226 925 224 223 022 921 220 219 218 217 218
Check Bit 0 X X X X X X X X
Check Bit 1 X X X X X X X
Check Bit 2 X X X X X X
Check Bil 3 X X X X X X X X
Check Bit 4 X X X X X X X X
Check Bit 5 X X X X X X X X
Check Bit 6 X X X X X X X X X
Check Bil 7 X X X X X X X X X X X X X X X

215 9214 213 212 211 210 29 o8 27 26 25 24 23 22 21 20
Check Bit 0 X X X X X X X X
Check Bit 1 X X X X X
Check Bit 2 X X X X X X X
Check Bit 3 X X X X X X X X
Check Bit 4 X X X X X X X X X X X X X X
Check Bit 5 X X X X X X X X X X X
Check Bil 6 X X X X X X
Check Bil 7 X X X X X X X X
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Interrupt on Correctable Memory Error (ICM) flag is set, a single-bit {correctable)
memory error sets the Memory Error (ME) flag in the Exchange Package Flag register
and starts an Exchange Sequence. If the Interrupt on Uncorrectable Memory Error
(IUM) flag is set, a double-bit or detectable multiple-bit (uncorrectable) error sets the
ME flag and starts an Exchange Sequence. Ifeither the [CM or the IUM flag is clear, the
corresponding type of memory error does not start an Exchange Sequence and does not'
set the ME flag. ’

CPU MODULE

The remainder of this section is organized according to the physical location of Central
Memory hardware in the mainframe. The subsection explains Central Memory
hardware on the CPU module. The next subsection explains the Memory module.

Central Memory is the largest functional area on the CPU module. Fifty-four chips,
consisting of seventeen option types, are used exclusively by Central Memory. Two
other chips, each a unique option type, are used primarily by Central Memory but are
shared with other parts of the CPU. With the exception of inter-CPU conflict detection
and resolution logic, each CPU module operates independently. Inter-CPU conflicts are
detected and resolved jointly among the eight CPU modules; each module handles
conflicts for four memory subsections. This section describes the major Central Memory
components on the CPU module.

Input and Output Terms

10/23/87

The CPU module has several types of input and output terms that are used by Central
Memory. The major are:

e Write data terms Lo each memory section
¢ Read data terms from each memory section

e Address and contro] terms to ‘each memory section and to the intcr-CPU
conflict resolution logic

e Control terms from the inter-CPU conflict resolution logic

Other terms are used by the inter-CPU conflict detection and resolution logic on each
CPU module. These terms are:

® Address and control terms from each CPU
® Control terms to each CPU

Table 2-6 lists the memory input and output terms on the CPU module. Each of the
terms listed using logical connector CNN is actually four terms, one for each memory
scction. Read and write data bits 0 to 71 connect to the memory modules. They consist of
64 bits of actual data and 8 check bils. Address bits 25 to 27 perform bank selection.
Copies 0 and 1 go to the memory modules. Copies 2 and 3 are used by the inter-CPU
conflict resolution logic. Address bits 28 to 224 go to the memory modules. Address bits
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Table 2-6. CPU Module Inputs and Outphts
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Logical Edge Boolean Name Tvoe Module
Connector Term(s) P Side
CNN RO to R71 Section N Write Data Bits 0 to 71 | Data Ouput Z Side
CNN 10 to 171 Section N Read Data Bits 0 to 71 | Data Input Y Side
CNN R72, R76, and | Section N Address Bits 25 to 27 | Address Output | Z Side
R80 {copy 0)
CNN R73, R77, and | Section N Address Bits 25 to 27 | Address Output | Z Side
R81 {copy 1)
CNN R74 , R78, and | Section N Address Bits 25 to 27 | Address Output | Z Side
R82 (copy 2)
CNN R75, R79, and | Section N Address Bits 25 to 27 | Address Output | Z Side
R83 (copy 3)
CNN R84 to R103 Section N Address Bits 28 to 227 | Address Output | Z Side
CNN R104 Section N Go Write | Control Output | Z Side
CNN R105 Section N Abort Controt Output | Z Side
CNN R106 to R120 Section N GOSS 0 to 7 (copy 0) | Control Output | Z Side
even
CNN R107 to R121 Section N GOSS 0to 7 (copy 1) | Control Output | Z Side
odd
CNN R122 1o R124 Section N Subsection Read Control Qutput | Y Side
Select 20 to 22
CN4 10 to 131 Release Subsection 0 to 31 Control Input Z Side
CN5 10, 17, ... 149 CPU A to H GOSS X Control Input Z Side
CN5 1,18, ... 150 CPU Ato H GOSS X +1 Control Input Z Side
CN5 12,19, ... 151 CPU Ato H GOSS X+2 Control Input Z Side
CN5 13, O, ...152 CPU A to H GOSS X+3 Control input Z Side
CN5 4 tol6, 111 to CPUAtOH Control Input Z Side
113, ... 153 to 155 | Address Bits 25 to 27
CN5 RO, R4, ... R28 | CPU A to H Release Control Output | Z Side
Subsection X
CNS5 Rt, R5, ... R29 | CPU A to H Release Control Qutput | Z Side
Subsection X + 1
CN5 R2, R6, ... R30 | CPU A to H Release Control Qutput | Z Side
Subsection X +2
CN5 R3, R7, ... R31 |CPU A to H Release Control Output | Z Side
’ Subsection X + 3
CRAY PROPRIETARY 10/23/87
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go as high as bit 227, making the CPU module capable of addressing 256 Mwords of
memory. However, with 32 Mwords of memory, address bits 225 to 227 are not used.

The control terms perform several functions. Go Write and Abort are used by the CPU
modules. Go Write is logic 0 for a read reference and logic 1 for a write reference. Abort
prevents data from being read from or written to memory in case of a memory range
error. Go Subsection (GOSS) terms are used to aclivate a subsection for reading or
writing. Copy 0 is used by the memory modules. Copy 1 is used by the inter-CPU
conflict resolution logic. Subsection Read Select 20 to 22 are used by the memory
modules during a read reference. They determine which subsection is the source of the
read data. Release Subsection terms come from the inter-CPU conflict resolution logic
and delermine when a subsection is available for use by the CPU (that is, when the
previous reference by the same CPU to the same subsection has completed).

The inter-CPU conflict resolution section has several control and address terms. The
GOSS terms that are received from each CPU indicate when the CPU has made a
reference to a subsection. Address bits 25 to 27 determine which bank within the
subsection each CPU has referenced, A Release Subsection is genérated when a CPU
completes its reference to a subsection. '

Write Data Paths and Check Bit Generation

10/23/87

Wrile data paths transmit data from CPU registers and the I/O section to the memory
modules. Twelve options comprise the write data paths—eight YD and four YC options.
The YD options steer data from the CPU registers and the /O section to the memory
modules. For CPU data, the YC options generate a check byte for each data word and
steer the check byte to the memory modules. For 1/O data, the YC options steer the
check byte generated in the 1/0 section. The YD and YC options can also stack CPU data
and check bits when there is a memory conflict. Data and check bits can be held in the
options until the conflict is resolved, then sent to the memory modules. Each YD and YC
oplion also conlain a fanoul. Most of these fanouts are used by write data control
signals;the other fanouts are not used. :

IFigure 2-3 shows the write data paths on the CPU module. Each YD option steers cight
data bits. Each YC option generates and steers two check bits. A-regisler and exchange
data comes into the YDs as 10 to I7 and into the YCs as 10 to 115. In an Exchange
Sequence, all 64 bits are active. In an A-register write instruction, only the lower 24 bits
in X-mode and the lower 32 bits in Y-mode are active; the inactive bits are forced to O by
the AR and HF options. '

B-register data bits 20 to 223 are delayed on the VR options. Data bits 224 to 231 are gated-
onthe YL and YO oplions; they are forced Lo 0 in X-mode. B-register data comes into the
YD options as I8 to 115 and into the YC options as 116 to 131. Data bits 232 to 263 are
forced to 0 on the YD and YC inputs.

S, T, and V-register data enter the YD options as 116 to 123 and into the YC options as
132 to 147. All 64 bits are active. I/O datla enters the YD options as 124 to I31. The I/O
check byte enters the YC options as 148 (o 149.

Seleet A Dala and Selecel B data come from the JA and JD oplions and are fanned out by
YD options. They then enter as 140 and 141 on the YDs and as 162 and 163 on the YCs.
As shown in Table 2-7, they normally select the source for CPU write data. They also
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VS Options - R 0 7
(AR,HF) _Ai Exchange Data 10-7 YDO: Bits 20 to ,21 _
Bisozs | ] | YD1: Bits 28 to 215 RO-7 Section 0 Write Deia
s o - Bitg 216 23
(HS) B Data ‘ B Data 18-15 YD2: Bits 210 10 2
Bits 24-31 f YD3: Bits 224 tc 231
i - Bits232 to 239
/ ] YL,YQ Oplions (VB,VC) _Vj/Si/T Dala 116-23 YD4: B!tsz to 2 ‘ ‘
YD5: Bits 240 to247 R8-15 Section 1 Write Data To
- Bi 48 {0 255
(VS) _X-Mode f ——J (YQ) /0 Data v 124-31 YDS: B!ts 256 10 %3 >‘ Memory
» YD7: Bits 256to 2 Modules
, R32 Select A, B Data 140-41 ' , _
. R16-23 Section 2 Write Daia
(JD,JA)  Select A,B Data 149 YD3, YD7
Fan-Out Port C Section 0-3 Enables 145-48
Enter Data Stack 142 Write
R24-31 Section 3 Write Data
VDO, YDa Port C Conllict Delayed 143 Data
. Y1 vDs | a2 Selection -
(YK) Port C Section 0-3 Enables la9 Fan-Out Port D Conflict Delayed la4
(?) Control Data 132-39
YC3 Option
(YE)  Enter Dala Stack 171 ;—\ e 1015 | 1 YCO: Check Bits 0 and 4
116-31 YC1: Check Bits 1 and 5
(VF)  Enter Data Stack (A,S) 172 ’)__/ 13247 YC2: Check Bits 2 and 6 RO-1 Section 0 Check Bvie _\
YC3: Check Bits 3 and 7
(YR) 1O Check Byte 148-49
' 162-63
167-70 R2-3 Section 1 Check Bie
YCO ti -
(YKO) Port C Subsection Conflict C0 Option To
164
Memory
171 165
(YKl)  Port C Subsection Contlict 172 ) \ R16 — R4-5 Section 2 Check Byte Modules
173 ,_/ Check
(YE) Port G Hold Dat (VH,VF)  Maintenance Mode Select 179-80 Byte
0 old Data
(VB, VvC) Vk Data Maintenance CB 175-76 .
Generation R6-7 Section 3 Check By
(YQ) I /O Data Maintenance CB 177-78 _/
{(YKQ) Port D Subsection Conflict YC1 Option
17 Partial Check Byte 150-61 ‘ R8-15 Partial Check Byie
(YKI)  Port D Subsection Conffict 17; T—\ R16
173 L/
Forced 0

Figure 2-3. Write Data Paths
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can select a maintenance function in which all data bits are forced to one and all check
bits are forced to zero.

Table 2-7. CPU Write Data Selection

Select A Data Select B Data Data Source
0 0 S, T or V register
1 0 A register or exchange data
0 1 B register
1T 1 Data bits—forced 1
Check bits—forced 0

Port C Section 0 to 3 Enables comé {rom the YK options and are fanned out by the YD
options. They enter the YD options as 145 to 148 and the YC options as 167 to 170. They
determine the source of the data and check bits that are sent to the memory modules. If
a Port C Section Enable is logic 1, CPU register data is sent Lo the corresponding
memory section. Ifitis 0, /O data is sent.

Enter Data Stack and Port C Conflict Delayed (142 and 143 on the YDs, 164 and 165 on
the YCs) are used to resolve Port C memory conflicts. Enter Data Stack comes from the
YE option and is fanned out by the YC3 option. When this signal is active, it causes data
and check bits to be stacked in the YD and YC options. Port C Conflict Delayed consists
of Port C Hold Data from the YE option and Port C Subsection Conflict from the YK
options ORed together and fanned out on the YCO option. This term causes data and
check bits to be held in the stack. When the conflict is resolved, dala and check bits are
sent Lo the CPU module in the same order that they were placed in the stack. Up to eight
sels of data and check bits can be held in the stack at one time.

Port D Conflict (144 on the YDs, 166 on the YCs) consists of Port D Subsection Conflict
terms from the YK options which are ORed together and fanned out by the YC1 option.
When this term is logic 1, I/O data and check bits are held on the YD and YC options.
When it is logic 0 the bits are released, allowing new I/O data and check bits to enter the
options.

Terms RO Lo R31 from the YD options are the write data bits which go to the memory -
modules. Terms RO to R7 from the YC options are the check bits which go to the memory
modules. YC option terms R8 to R15 are partial check bytes which feed into other YC
optlions as terms 150 to 161.

Several maintenance functions are built into the YC and YD options. When Select A
Dala and Select B Data are both at logic 1, all CPU data bits are forced to logic 1 and all
CPU check bits are forced to 0, regardless of the values in the CPU registers. Control
data (YD oplions, term 132 {0 139) {rom the J? opmon also replace the normal I/O data in
this case.
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The Maintenance Mode input (term 179" on the YC options) from the VH option permits-
maintenance check bits to be used in place of the normal check bits. When this term is
active (179 is logic 0), the Maintenance Select input (term 180") determines which of two
maintenance functions is active. If 180 is logic 1, CPU check bits are generated normally.
I/0 check bits are taken from 177 and 178, which are maintenance check bits from the I/O
section. If 180 is logic 0, I/O check bits are taken from the normal path, 148 and [49.
CPU check bits are modified by terms 175 and 176, which are maintenance check bits
from the Vector registers.

Read Data Paths and Error Correction

Read data paths transmit data from the memory modules to the CPU registers and the
I/0 section. T'wenty options comprise the read data paths—-8 YP and 12 YQ options. The
YP options steer data from the memory modules to memory Ports A, B, and D. The YQ
options perform error detection and correction for each port. Each YP option also
contains delays for control signals. The delays which pertain directly to the read data
paths are explained in the following paragraphs. For information on the other delays,
read "Control Paths” in this section. '

Figure 2-4 shows the read dala paths on the CPU module. Each YP option steers eight
data bits and one check bit. Six of the YPs delay control signals for the read data paths.
In YPO to YP3, Section 0 data and check bits enter as 10 to 18, Section 1 as 19 to 117,
Section 2 as I18 to 126, and Section 3 as [27 to 135. In YP4 to YP7, the sections are
reversed (section 0 bits enter as [27 to 135, section 1 as 118 to 126, ete.) Port A, B,and D
address bits 20 and 2! enter six of the YP oplions as 144, are delayed 5 CPs, and exit as
R29. These terms enter the YP options as [36 (o [41 and determine the source (section
number) of data and check bits for each port. On YP3 to YP7, 136 to 144 are connected to
R29' from the YP delays, which reverses the order that the memory sections are
connected to 10 to 135. The R29 terms are delayed an additional 4 CPs in the YP options
and exit as R30. These terms are sent o the HG option and delermine the section
number in case of a memory error. Port A data and check bits exit the YP options as RO
to R8, Port B as R9 to R17, and Port D as R18 to R26.

Each YQ optlion gencrates 16 corrected data bits and two corrected check bits for one
port. The data and check bits from the YP options enter the YQ options as 10 to 117.
Partial syndromes are generated by each YQ option and exit as R18 to R25. The partial
syndromes enter other YQs as 118 to I41. The partial syndromes generate corrected data
(RO to R15), correctled check bits (R16 and R17), and a complete syndrome (R26 and R27).

Port A corrected data goes to the address registers (AR options), B registers (HRs), and V
registers (VAs). Port B corrected data goes to the S registers (VBs), B registers (I{Rs),
and V registers (VAs). Porl D corrected data goes to the instruction buffers (HR options),
and the /0 section (DOs). Port A and B corrected check bits are not used. Port D
corrected check bits go to the DO option in the /O section.

Syndromes from all ports are sent to the HG option. If the syndrome is non-zero, a
memory error has occurred. The HG oplion reports the error to the error channel and
may initiate an Exchange Sequence, depending on the type of error (correctable or
uncorrectable) and the state of two interrupt flags in the Mode register.

Two maintenance features on the YQ options help pinpoint memory hardware failures.

First, error correction can be disabled. When the Enable Error Correction input (term
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(+1y_Enable E6 143 RO-15 Corrected Data (o p s va)
YQ0-3
(vsL Maintenance Select 152 Port A R16-17 Corrected Check Bits )
Error
pPort A Data CP 17 10-17 Correction R26-27 Szndrome {HG)
Section 0(3) Read Data CPI6 10-8 118-41 R18-25 Partial Syndrome
Section 1(2) Read Data CPI§ 19-17
From ’ YP 07
Memory Read 143 RO-15 Corrected Dat
- a
Modules Section 2(1) Read Data CPI6 118-26 °2 Correcled 2212 Hs.vave)
Data YQ 4-7
Selection R0-8 152 Port 8 R16-17 Corrected Check Bits ¢
Section 3(0) Read Data CPI6 127-35 Error
K R9-17 Port B Data CP 17 10-17 Correction 1 R26-27 Syndrome ()
136-41 R1826 . 118-41 R18-25 Partial Syndrome
YPO, YP1, YP3,
YP4, YP5, YP7 Port AB.D
vy —2SLABD 1 L ee ]y R29 Section Select 143 RO-15 Corrected Tata po ns)
ress CP 15
Bits 0,1 Delay YQ 8-11
L 152 Port D R16-17 Corrected Check Bits (pg,
4CP R30 Port A,B.D Section Select CP 19 {(HG) Error
Oelay Port D Data CP 17 10-17 Correction R26-27 Syndrome (1)
118-41 R18-25 Partial Syndrome
Bits dul
. Module Bits
Option R29, R30 Delay . i Moduie
Location Option | Port Location
Data Bits | Check Bit Data Bits Check Bits
R YQO | Port A |20 10 27 and 232 o 239 0and 4 ?
YPO |20 to 27 0. Port A Section Select 20 ? :
YQ1 | Port A |28 to 215 and 240 10 247 1and § ?
YP1 [28 10 215 1 Port A Section Select 21 ? V02 1 Por A 121610 223 ang 248 10 255 | 2 and 6 7
YP2 | 216 to 223 2 Not used for read data selection ? YO3 | Port A {22410 23! and 25610 263 | 3and 7 ?
. ' YQ4 | Pont B {20 to 27 and 232 to 239 0and 4 ?
YP3 | 224 to 231 3 Port D Section Select 20 ? —_
i YQ5 | Port B |28 to 25 and 240 to 247 1and 5 ?
YP4 | 2320 239 4 Port B Section Select 20 ? YQ6 | Port B | 216 to 223 and 24810 255 | 2and 6 7
YP5 | 240 to 247 5 Port B Section Select 21 ? YQ7 | Pon B {22410 231 and 25610263 | 3and7 ?
: YQ8 | Port D |20 to 27 and 232 to 239 0and 4 ?
YP6 | 248 to 255 6 Not used for read data selection ?
! YQ9 | Port D |28 1o 215 and 240 to 247 1and 5 ?
YP7 | 256 to 263 7 Port D Section Select 21 ? : YQ10 | Port D | 216 10 223 and 24810 255 | 2and 6 ?
YQit | Port D | 224 10 231 and 256 t0 263 | 3and 7 ?

% 5
£y £

Figure 2-4. Read Data Paths
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143) from the HI option is logic 0, error correction is disabled. In this condition, data bits
pass through YQ options without correction and the corrected check bit outputs (R16 and
R17) are replaced by the syndrome. The syndrome outputs (R26 and R27) are forced to 0.

When the Maintenance Select input (I52) from the VS option is logic 1 (regardiess of the
state of 143}, error correction is also disabled. Data bits 21 to 27, 29 to 215, 217 o 223 225
to 231, 233 to 239, 241 to 247, 249 o 255, and 257 to 263 pass through without correction.
Data bits 20, 28, 216 224 232 240, 248 and 256 are replaced by uncorrected check bits 0 to
7. The corrected check bit outputs are replaced by the syndrome. The syndrome outputs
are forced to 0. .

Address Paths and Address Range Checking

Address paths transmit address information from instruction fields, CPU registers, and
the I/0 section to the memory modules. For block and vector transfers, the address paths
generate the addresses needed for the successive memory references and stop the
operation when all references have been completed.  Thirteen options comprise the
address paths: four YA, one YB, one YE, three YF, one YZ , one YH, one YI, and one YJ
option. The YA options steer address bits from each memory port to the memory sections
and, for write references, send Section Write to the- memory sections. The YB option
performs address range checking for ports A, B, and C. The YE and YF options generate
addresses for Ports A, B, and C, determine when block and vector instructions have
completed, and perform address range checking for all memory reference instructions.
The YZ and YH options generate addresses for Port D memory references. IFor
instruction fetches, the YH option performs address range checking. The YI and YJ
options are used mainly for stacking gather/scatter addresses during memory conflicts.
They also transmil address information to the YE and YF options for scalar transfers.
Figure 2-5 shows the address paths on the CPU module. Refer to this figure while
reading the following subsections.

YA and YB Options

2-20

[tach YA option can steer eight address bits to each memory section, generate one
Section Write, and supply one Exchange Address bit to the YN options. Ports A to D
address bits enter the YA options as I0 to 131. Four copies of address bits 25 to 27 are
used in order to meet fanout requirements on the memory module. Only one copy of
address bits 28 to 227 is needed. The inverted side of Port A, B and C Section Enables
enter the YA options as 136 to 147. Whenever one of these signals is active (for example
Port A Section 0 Enable), address bits are steered from the named port to the
corresponding memory section. If all three Section Enables are inaclive for any section,
Port D address bits are steered to that section. Section 0 to 3 address bits exit the YA
optlions as RO to R31 and go to the memory modules.

A write reference to a memory section activales the corresponding Section 0 to 3 Write
term (R32). Since Ports A and B are read-only porls, a Section Write signal is never
gencrated for references coming from those ports. Port C is write-only; a reference from
Port C enables the appropriate Section Go Write. Port D references can be either read or
wrile references; a Section Write is generated if Port D Write (term 135) from the YH
option is Jogic 1.

The YA option operates slightly differently during an Exchange Sequence. When

[Exchange Sequence (term 134) is logic 1, Port A, B, and C address inpuls are not used.
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— - = > ?
(JA) i Designator 1921} Scater  |R12-14 Port Ai Exchange Read (VD) (HE) VI Data 0-5 117-22 820 Pot C Enter Dala Stack . (YC,YD) '
(D) Exchange Sequence U Lower  |R15-16 Port A Read Mode . (YO) (D) GoPortA, B, C_123-25 | PortA. B.C Hag0 pon ¢ Hold Data »(YC.YD)
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Figure 2-5. Address Paths
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Exchange Address bits (terms 132 and I33) take the place of address bits 25 to 21! and
address bits 212 to 227 are forced to 0 for any section in which the Port A, B, or C Section
Select is logic 1. This forces all exchange addresses to be less than 10000g. Exchange
address bits 25 to 27 (bank selection) exit YAQ to YA2 as R33 and enter the YN options.
Port D memory references can operate while an Exchange Sequence is in progress.

The YB option performs address range checking for data transfers between Central
Memory and CPU registers (Ports A, B, and C). During each Exchange Sequence, Enter
DBA,DLA (term 183} goes active. This loads copies of the DBA and DLA registers into
the YB option. The contents of the registers are multiplexed through [60 to 169. DBA
bits 28 to 217 are loaded first, followed by DBA bits 218 to 227, then by DLA bits 28 to 217,
and finally by DLA bits 218 to 227. Address bits 28 to 227 from Ports A, B, and C enter as
terms 10 to 119. Each address is compared with the DLA register. If the address is
greater than the DLA register, an address range error has occurred.

Each address is also compared with the DBA register to detect address overflows (that is,
addresses beyond the maximum physical memory address). An address overflow may
occur in the YF options, where the contents of the DBA register is added to the relative
addresses generated by instructions. Since relative addresses and the DBA register
contain address bits up to 227, their sum may require address bits up to 228, However,
the YF options do not contain address bit 228 and do not detect addition overflow; they
send only address bits up to 227 to the YA options. The YB option detects the overflow
condition by comparing the address (up to bit 227) with the DBA register. An overflow
makes the address less than the DBA register.

When the YB option detects a data range error, it sends Port A, B, or C Data Range
Error (terms R4 to R6) to the HE option and looks at the Ports A, B, and C Section
Enables (terms 170 to 181) to determine which section is receiving the address. It then
sends a Section Abort signal (terms RO to R3) to the proper memory section. Data range
checking can be disabled by activating Disable Data Range Check (term 185"). This
forces all Port Data Range Error outputs to logic 0 and disables the Section Aborts.

The YB option also generates Section Aborts when an instruction fetch sequence
atlempts to access illegal addresses. In this case, the YB option receives Program Range
Error as 182'. This generates a Section Abort for each memory section that is not
enabled by a Port A, B, or C Section Enable. Section aborts generaled by program range
errors are not affected by the state of Disable Data Range Check.

YE and YF Options

2-22

The YE and YI® options generate addresses for Ports A, B, and C. The YE option
generales address bits 20 to 24 for all three ports. Each YI option generates address bits
25 L0 227 for one port. YO is used for Port A, YF1 for Port B, and YI*2 for Port, C. The
YE and YF options also generate some control terms.

F'rom the YE option, Lerms R0 to R4, R10 to R14, and R19 to R23 are address bits 20 {0 24
for Ports A, B, and C. Terms R5, R15, and R24 are the Go Reference terms for each port.
Go Reference goes Lo logic 1 for 1 CP when a port beging a memory reference. Terms R6,
R16, and R25 arc the Carry 5 terms for each port. When a memory address is generated
by addition (for example, a block transfer address increment), Carry 5 is the carry bit
into address bit 25, R7, R17, and R26 are the Aclive terms for each porl. Aclive goes to
logic 1 at the beginning of a memory reference instruction and remains in that state for
the duration of the instruction. R8, R18,-and R27 are Release terms for each port.
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Release goes active for 1 CP at the end of a memory reference instruction. R9is Porl A S
Read. It goes active for 1 CP during an memory read to an S register read and indicates
that the read data must use Port B paths. R28 to R30 are Port C Enter Data Stack, Hold
Data, and Hold Address. They temporarily suspend memory operations when memory
conflicts occur. R31 to R33 indicate relative priorities between Ports A, B, and C for use
in resolving section conflicts.

From each YF option, terms RO to R22 are address bits 25 to 227 for one port. Terms R23
and R24 are address bits 21 and 24 from one port, delayed until memory conflicts for the
port have been resolved.

On the input side to the YE and YF options are address inputs from the A registers, V
registers. and the instruction [ield. Terms IO to 14 on the YE option are hase address bits
20 to 24 for all memory reference instructions. They come from register Ah for scalar
memory transfers and from register A0 for block and vector transfers. Terms 15 to 19
serve different functions, depending on the instruction type. For scalar instructions,
they are bits 20 to 24 of the nm field (jom field in X-mode) of the instruction. For gather
and scatter instructions, they are bits 20 to 24 of the Vk elements. In each of these cases,
the YE option adds I5 to I9 to the base address to form absolute addresses. 15 to I9 are
not used for block and stride instructions. 110 to 116 serve different functions, depending
on the instruction type. For block transfers, these terms indicate the block count. For
stride transfers, they are the lower 7 bits of the increment value from the Ak register.
They are not used for scalar and scatter/gather instructions. Terms I17 to 122 are the
vector length and are used only for vector instructions.

YT option terms I0 to 122 are address bits 25 to 227. They come from register Ah for
scalar memory transfers and from register AQ for block and vector transfers. For stride
transfers, the address increment value from the Ak registers is multiplexed on 10 to 122,
at the beginning of a stride transfler, A0 bits are loaded into the YF option, followed by
the Ak bits the next CP. Terms 123 to 145 serve different functions, depending on the
instruction type. For scalar instructions, they are bits 28 to 227 of the nm field (jem field
in X-mode) of the instruction. For gather and scatter instructions, they are bits 20 to 24
of the Vk elements. In each of these cases, the YE option adds I5 Lo I9 to the base address
and to the DBA register (bit 28 to 227 only) to form absolute addresses.

There are several control inputs to the YE and YF options. Go Port A, B, and C enter the
YE option as 123 to I125. One of these terms is active for 1 CP to at the beginning of each
memory reference instruction. Terms B/T, Scalar and G/S, Scalar enter the YE option as
126 and 127 and the YI options as [62 and 163 at the beginning of a memory relerence
instruction. As shown in Table 2-8, these terms determine the type of memory operation
for each port. The term S Read enters the YE option as I128. This term indicates that
read data should use Port B memory paths. Terms 129 and 130 on the YE options are
used during Exchange Sequences. Term 129 indicates that an Exchange Sequence is in
progress. Term [30 is exchange address bit 24.

Terms 133 to 147 and 140 to I47are used only for vector transflers to memory. 131 to 133
are the j field of the instruction, which indicates the V register that is the source of the
data. 140 to 147 are Go V Data for V registers 0 to 7. FFor a vector write instruction to
execule withoul interruplion, the appropriate Go V Data must be al logic 1 until the
write instruction has completed all its references. If Go V data goes to logic 0
temporarily, the instruction suspends operation until Go V Data returns to logic 1. Such
suspensions can occur during chained operations, where the V register thal is the source
of the write data is waiting Lo receive dala from a previous operation. Term 148 on the
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YE option is Go G/S Reference. During a gather or scatter mstructlon this term goes to
logic 1 each time a memory reference begins.

During each Exchange Sequence, Enter DBA (YT option term I64) goes active. This
loads a copy of the DBA registers into the YF option. The contents of the register are
multiplexed through 146 to 155. DBA bits 28 to 217 are loaded first, followed by bits 218
to 227, YF option term 167 is logic 1 in Y-mode, allowing instructions to access data in
the full 28-bit physical range. In X-mode, 167 is logic 0. This limits instruction
addresses to a 24-bit range by setting the upper four address bits (224 to 227) equal to the
bits 224 to 227 of the DBA register.

Table 2-8. Memory Reference Instruction Types

Boolean Terms
Type of Memory Reference
B/T, Scalar G/S, Scalar
0 0 _ Stride (V register)
0 1 Gather or Scatter (V register)
1 0 Block (B or T registers)
1 1 Scalar (A or S register)

YZ and YH Options

2-24

The YZ and YII options handle memory addresses for Port D. The YZ option handles
address bhits 20 to 24, The YH option handles address bits 25 to 227. The YZ and YH
options also generate some contlrol terms. Those control terms that deal with memory
address paths are explained in this section. For information on the other control terms
generated by the YZ and YH options, read ”Control Paths” in this section.

Each time the I/0O section requests a memory reference, it sends information regarding
the reference to the YZ and YH options. The YZ option receives the following terms: /O
address bils 20 to 24 (terms 10 to 14), I/0 request (I5), I/O Write ( term I6-logic O for a read
request, logic 1 for a write request), and I/O channel number 20 and 21 (I7 and 18). The
YH option receives I/O address bits 25 to 227 as 117 to 139.

Instruction fetch requests are generated by the YZ option. When there is a no-
coincidence condition in all four instruction buffers, the Coincidence terms (YZ option
terms 114 to I17 are all logic 0. This causes an the YZ option to initiate an instruction
fetch sequence. The initial felch address is determined by P-register bits 20 to 24, which
enter the YZ option as 19 to 113, and bits 25 Lo 221, which enter the YH option as 10 to I16.
After the fetch begins, the YZ option increments address bits 20 to 24 until all 32
memory locations have been addressed. The YZ option does not initiate a fetch sequence
if there is a branch instruction in CIP (term [18 active) or if an Exchange Sequence is in
progress (term [19 active).
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Port D subsection conflicts enter the YZ option as 121' and 122' and the YH option as 150
and I51. If one of these terms is active, Port D references hold until the conflict is
resolved. During each Exchange Sequence, Enter IBA,ILA (Y option term 153) goes
active. This causes copies of the IBA and ILA registers to be loaded into the YH option.
The contents of the registers are multiplexed through 140 to 149. IBA bits 28 to 217 are
loaded first, followed by IBA bits 218 to 227, then by ILA bits 28 to 217, and finally by ILA
bits 218 to 227, '

YZ output terms include Port D Go Reference 0/2 (term RO) which goes to logic 1 when
Port D requests a reference to Section 0 or 2 and remains logic 1 until the reference has
begun. Port D Go Reference 1/3 (term R1) operates the same way for references to
Sections 1 or 3. Port D address bits 21 to 24 exit as R2 to R3.

During an instruction fetch sequence, the term Port D Fetch Active, Hold I/0 (R6)
becomes active, forcing the I/0O section to hold I/O operations until the fetch is completed.
Priority D/ABC (R7) indicates the priority of Port D relative to Ports A,B, and C in order
to resolve section conflicts: R7 is normally logic 0, but goes to logic 1 during fetch
sequences. It also goes to logic 1 if an I/O reference request has held for 32 CPs and
remains logic 1 until the I/0 reference is made. Port D Write (R8) is logic 1 for I/O write
references and logic 0 for I/0 read and fetch references. Terms R9 to R13 go aclive when
PPort D requests a memory reference and remains active until the reference has begun.
R9 and R10 are fetch addresses 2! and 24. R11 and R12 are I/0 channel number 20 and
21, Fetch Reference (R13) is logic 0 if an 1/0 reference is holding and logic 1 if a fetch
request is holding.

On the YH option, terms RO to R22 are Port D address bits 25 to 227. [For an /O
reference, the address bits come directly from the I/O section. For a fetch reference, the
YH option adds bits 28 to 227 of the P register to the contents of Lthe IBA register to obtain
the absolute address. If bits 28 to 227 of the absolute address are equal to or greater than
the ILA register, Program Range Error (term R23) goes to logic 1.

An instruction buffer dump feature in the YZ and YH options can be used to detect
hardware failures in the instruction buffers. When YZ option term 190 is logic 1, the
dump mode is enabled. The dump mode is then activated at the end of the next
Exchange Sequence (term 119 active) when Port C is released (term 191 active). The
actual dump begins when four fetch sequences have been completed and Go Read 1B
(term 192) goes to logic 1. This causes the YZ option to send Port D Write and CD active
(terms R8 and R25) to the YI option. The Y option forces address bits 210 to logic 1
and bits 211 to 227 to logic 0. Address bils 25 to 29 are taken from Control Dump Address
5-9 (YZ terms R20 Lo R24). This addressing scheme causes the instruction buffers to be
dumped to memory addresses between 2000g Lo 3777g.

Yl and YJ Options

10/23/87

The Y1 and YJ oplions select nm data (jkm data in X-mode) or Vi data for the YE and
YF oplions, depending on the type of memory reference instruction. Scalar instructions
require nm data. Scalter and gather inslruclions require V& data. The Y1 and YJ
options stack Vk data when a scaller or gather reference incurs a memory conflict.
When a conflict occurs, the memory reference is temporarily suspended. The YI option
immediately stops the Vk register [rom sending data for later references, but data for the
next four references has already left the Vk register. This data is stacked in the Y1 and
Yd registers until the conflict is resolved. Then Vi data is taken from the stack until the
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stack is empty. At this point, the Y[ and YJ options again begin receiving data from
register Vk. The YI option does multiplexing and stacking for address bits 20 to 27. The
YJ option handles address bits 28 to 227. The YI option also generates some control
terms. ’

Data from register Vk enters the Y1 option as I0 to 17 and the YJ option as 10 to 119.
Instruction field nm (jkm in X-mode) enters the YI option as 18 to 115 and the YJ option
as 120 to 139. In Y-mode all 32-bits of the nm field are used. In X-mode, the YJ option
sign-extends the 22-bit jkm field to 24 bits and ignores the upper eight bits. Term I60
makes the selection between X-mode and Y-mode. After selection between Vi data and
nm data, address information for the YE and YF options exits the YI option as RO to R7
and the YdJ option as R0 to R19.

The terms B/T, Scalar and G/S,Scalar enter the YI option as 139 and 140 and the YJ
option as 143 and 144. They determine the type of memory reference in progress and
operate identically to YE option terms 126 and 127. Their primary purpose in the Y1 and
YJ options is to select between VEk and nm data for the YE and YF options. Port A, B,
and C Active (Y] option terms I36 to 138, YJ terms 140 to 142) are used during a gather or
scatter reference to determine which port is in use.

Y1 option terms 116 (o 118 and 148 to 155 are used during gather and scatter references.
116 to 118 are the k field of the instruction. They designate the V register that is the
source of the address information. Terms 148 to 155 are Go V Data for V registers 0 to 7.
The YI and YJ options can only receive an element from register V& when the
corresponding Go V Data input is active. If Go V Data is not active, which can happen
during a vector chain, the YI and YJ options temporarily suspend receiving Vk data.
When Go V Data goes active, the Y1 option begins receiving Vk data and sends Enter Vk
stack (term R8) to the YJ option to instruct it to receive Vk data. When the YI and YJ
options have data rcady for the YE and YI options, the YI option sends GO G/S
Reference (term R9) to the YE option.

Subsection Conflict Port A, B, and C (YI.terms 142 to 147, YJ terms 145 to 150) are used
for scalar, gather, and scatter references. Tor a scalar reference, a memory conflict
causes the Y1 and YJ options to hold the nm field until the conflict is resolved. When a
memory conflict occurs during a gather reference, the YI option activates Conflict 176
(R10). For a scatter conflict, Conflict 177 (R11) is activated. These terms cause the VD
options to stop sending Vk data. Elements that have already left the Vk register are
stacked in the YI and YJ options. When the conflict is resolved, R10 or R11 is
deactivated, and the VD options resume sending Vk elements.

The YI option gencrates several control terms. During exeeution of scalar or vector
memory read instructions, terms R12 to R14 and R17 to R19 are the i field of the
instruction for Ports A and B. During Exchange Sequences they are 3-bit counters for
Read and Write data that increment each time exchange dala is read from or written to
memory. R15 and R16 are Port A Read Mode bits 20 and 21. R20 is Port B Read Mode.
Read "Error Channel” in Seclion 9 for information on read modes.

Control Paths

2-26

Control paths perform three primary funclions:
¢ They generate the appropriate Go Subsection signal for each memory

reference. '
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¢ They generate Subsection Readout Selects to steer data from the subsection to
the read data paths for memory read references.

® They detecl and resolve all intra- and inter-CPU memory conflicts.

Eleven options comprise the major part of the control paths: two YK, four YL, two YM,
two YN and one YO option. The YK options detect intra-CPU conflicts. The YL options
detect and resolve inter-CPU conflicts and generate Go Subsection terms. The YM
options determine when conflicts have been resolved. The YN and YO options delay
address and control signals during a conflict. Portions of the YZ and YP options also
comprise the control paths. Figure 2-6 shows the control paths on the CPU module.

The YK options detect section and subsection conflicts and resolve section conflicts for
all memory ports. YKO detects conflicts in memory sections 0 and 2. YKI1 detects
conflicts in sections 1 and 3. Requests from ports A,B, and C come from the YE option.
Requests from Port D come from the YZ option. Port A requests enter the YK options as
10 to I5. Terms 10 to I3 are address bits 22, 23, 24, and 21. Term I4 is address bit 20. The
inverted side of this bit enters YKO, the upright side YK1. Each option responds to a
reference request only when I4 is logic 1. Therefore YKO handles section 0 and 2
requests and YK 1 handles section 1 and 3 requests. Port A Go enters the YK options as
15, which initiates the reference request. Port B and C reference requests operate
identically to Port A requests and enter as 16 to I11 and 112 to [17. Port D requests are

“similar, except that the YZ option sends a separate Go term to each YK option. This
eliminates the need to send address bit 21 to the YKs. Port D address bits 22, 23, 24, and
2! and Go enter the YKsas 118 to 122. :

If there are no conflicts which interfere with a port’s reference request, YKO or YK1
grants the request. For a reference to section 0 (YKO) or section 1 (YK1), the YK option
aclivates Section N Go Subsection 0 to'3 or 4 to 7 (terms R14 and R15) and one of the
Section N Subsection Decodes (terms R10 to R13). Term R14 or R15 selects a group of
four subsections to be active; terms R10 to R13 narrow the selection to one subsection. If
the reference request is from port A, B, or C, the YK option activates Port A, B, or C
Enable Section N (term R4, R6, or R8). Port D references do not generate any
corresponding term. References to Section 1 (YKO0) and Section 3 (YK 1) are handled in
the same way as those to Sections 0 and 2. R5, R7 and R9 take the place of R4, R6, and
R8, and R17 to R22 take the place of R10 to R15. For a reference to either section
handled by a YK oplion, the oplion generates Port A, B, C, or D Go Section N, N+ 2 (R28
to R31)and Port A, B, C, or D address bits 22 and 23 (R24 to R27).

If a section or subsection conflict interferes with a port’s references request, the output
terms explained above are not generaled until the the conflict is resolved. Port A, B, C
or D Subsection Conflict (terms RO Lo R3) is active while the conflict is in progress. The
conflict is terminated when a YK option receives the appropriate Release Subsection
(terms [37 to 162). For Ports A, B, and D conflicts, the appropriate Unable to Release
terms (131 Lo 136) must be inactive for the reference to begin.

The YK option resolves Seclion conflicts. The port with the highest priority is allowed to
make its refercnce; all other ports with reference requests to the same section incur a 1
-CP conflict. YK inputs 127 to 130 determine relative port priorities. Terms [27 Lo 129
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Terms Port YNG YN1
10 to i4 Port A | Go Section 072, 1/3, Address Bits 22, 23, 24, 26, and 219
Address Bits 21, 25, and 27
151019 Port 8 | Go Section 0.2, 13, Address Sits 22, 23, 23, 26, and 219
Address Bits 2!. 25, and 27
[ ——" e ———
110 to 112 Port C { Go Section 0:2, 1/3, Address Sits 22, 23, and 24
Address Bit 2! 123-26 RO-3  Port A + D Subsection Confiict (HI, JC, Y-)
h310117 | Port D | Go Section 0:2, 113, Address Sits 22, 23, 24, 26, and 219 YE) Porl A, B.C 316- -1 T
Address Bits 21, 25, and 27 (YE) Port A, 10-3,16-9.112:15 R4-9 Port A - D Enable Section N, N+2_ (YA, YB)
2-4, 1 Reference > YLC-3
118 10 119 - s;ca:a(jngc; Address Bits (E':gh:;gjs:g;ﬂess Bits 26 (YE) PorlA.B.C. O 14, 110, 116 VKO-1 R1Q-13. B17-20 Section N, N+ 2 SS Decode {10f 4) 132-39 Banx
) - . To Memoi
ROtoR2 | Port A | Go Section 02, 173, Address Bils 22, 23, and 24 (YE) PortA,B.C Go 15111, 117} Subsection |R14-15_ R 21-22 Section N, N + 2 Go SS 0-34-7 140-47 | orfict R8:15 Go Subsection , \  ies v
Address Bit 2! . ion N !
ek (YG) Port D 2-41, 1 Reference, Go lg-22]  Confict - IR16, R23 Section N, N+2 Not Go SS__ () Sectio CPU Module
R3 10 RS Port B | Go Section 0:2, 1/3, Address Bits 22, 23, and 24 .
Address Bit 21 (YE) Priorittes A/B, A/C, B/C 127-29
R6 to R8 Port C | Go Section 0'2‘. 1.3, Address Bits 22, 23, and 24 (YG) Priority D/ABC 130 From CPU A-H 10-31 ; R0O-7 CPU A-H To CPU
Address Bit 2 - i cPU S7 Goss Release SS Modules
R9io R11 | Port D | Go Section 0.2, 1/3, Address Bits 22, 23, and 24 Release Subsection 137-52 R24-27 '
H 1
Address Bit 2 131-36 R28-31 Modules Go Sec. 0/2, 1/3
R12 10 R16 | Port A | Go Read, Address Bits 22, 23, 24, 26, and 219
Address Bits 21, 25, and 27 R
Go Section N, N+2 Port A, B, C, D (Y1) Port A, Bi, Read Mode
R17 to R2t | Port B | Go Read, Address Bits 22, 23, 24, 26, and 219
Address Bits 21, 25, and 27 Port A, B, C, D, Reference 2, 3 (YE) Port A, B Release
R22 to R26 | Port D | Go Read, Address Bits 22, 23, 24, 26, and 219 (YE) Port A S Read
Address Bits 21, 25, and 27
Port A, B, C, D Go Sec. 0/2, 1/3, Addr. 1-4
Port A, B, D Unable to Release 116-21 R3-5 Pot A12CP 10 S. 11 CP 1o AS (J-)
RO-15 10-1, 15-6 R8-13 Port A i, Read Mode, Release (J)-)
123-25 110-11,113-14 ’
R16-18 NI} RO-11 "/ GoSec. 0/2,1/3 122-23 R14-17 Port A 10 GP 10 A.S. Read B.V (J-)
10-4 17-21 YOO )
10-1.15-6 YNO-1 / (Yi) Port A, B i, Read Model0-4, 7-10 R18-23 Por B i. Read Mode, Release (J-)
YMO-1 110-11,113-14(YNO) Read
From R19 Port C Empty  (JD) (YF, YG) PorlA.B.CD 12,17,112,115 Reference (YE) Port A S Read 15 Reference R24-25 Port D Channel Ng., Fetch (VS)
- SS Release  126-41 Ref. 1,4 S ;
cru a (YF.YG) PonA B.D 13-4,18-9,116-17 | Ad0ress o (YE) Port A, B Release 16, 11 Contro RO-1
odules {(J?) 13 CP 10 A1,S1 142-47 Subsection Rel. 5.6, 7. 19 8 Delay R27 Por AB,C. Emply> Delay R2
Release (YA} Exchange Address (YRD) R13,14.18.19.23,24 Port A, B, D Address Bits 0, 1 (YP, YG) R
- ? : ue 120 7
15-6 Contlict (J?)  Exchange Sequence (YN1) R13,14,18,19,23,24, , (YZ) Port D Channel No., 112-15
121 222526 Fetch, Read R6
R R12,15-17,20-22.25,
122 R20-25 — 122 7 Port D Read
Section N,N + 2 Port A S Read
SS Rdo. Select [o! ea
Port D Read
Port A A,S Read
Port A, B, D
YPOQ, YP1, YP2, YPO-7
YP4, YP5. YPE Go Read
Address Bits
To 2-7.19 R14 Go Write Fetch (HA)
142-43 2cp R27-28 Mem ' socr || R vzo
Delay Section N > Memory 145-47 S193 HG) | 12426 1o, |R15Ferch Active (HA)
ection Modules Delay Port A, B, D Fech |n 1O Bul. Wr. Add. (DP
-34 It . Wr, .
SS RDO Select // Address Bits 2-7,18 30-34 11O Buf. Wr )
Port D R35 Sampie LOSP Data (DP)
Go Read 123 R36-39 /o Re! Designator (DP)
R40 Go Write I/0 Buffer (DP)

Figure 2-6. Control Paths
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determine the priorities between Ports A, B, and C. Term 130 determines if Port D has
the highest or lowest priority.

The four Yl options perform two independent [unctions. First, they generate Go
Subsection terms for each memory section.. Each YL option generates Go Subsection
terms for one memory section. YLO handles section 0, YL1 section 1, YL2 section 2 and
YL3 section 3. Go Subsection 0 to 7 exit the YL options as R8 to R15 and exit the
module. There are two copies of each of these terms. One copy goes to the the memory
modules; the other copy goes to the CPU module that handles inter-CPU conflicts for the
subsection. The Go Subsection terms are generated from terms 132 to 147. Terms 140
and 144 are Go Subsection 0 to 3 and 4 to 7. If one of these terms is active, the YL looks at
the Subsection Decodes (terms 132, 134, 136, and 138) to determine which Go Subsection
output term to activate. YL option terms 133, 135, 137, and I39 are identical to 132, 134,
136, and I138. 141 to I43 are identical to 140. I45 to 147 are identical to 144.

Second, the YL options detect and resolve the two inter-CPU conflicts-the bank busy
and the simultaneous bank conflict; each of the 32 YL options in the mainframe detects
and resolves conflicts for one memory subsection. Table 2-9 show the section and
subsection handled by each YL option. When a CPU makes a memory reference, it sends
Go Subsection to the corresponding YL option. It also sends address bits 25 to 27 (Bank
Select). The Go Subsection and address bits enter the YL option as four terms between -
10 and I31. The CPU with the highest priority for the subsection (CPU A) uses terms 10
to 13, and the CPU with the next priority (CPU B) uses 14 to I7. CPU H, which has the
lowest priority uses 128 to I31.

Each YL option uses terms 10 to 131 to detect and resolve inter-CPU conflicts and to
generate Release Subsection for each CPU (terms RO to R7). If a CPU reference does not
encounter an inter-CPU conflict, the YL option activates Release Subsection
immediately. If conflicls are encountered, Release Subsection is delayed until the
conflicts are resolved.

When an inter-CPU conflict occurs, the conflicting references are not delayed on the
CPU modules. All such references are passed to the Memory modules immediately and
delayed there until the conflict is resolved. The Release Subsection terms from the YL
options are used to inform each CPU about the status of the delays. Read "Memory
Module” in this section for information on how reflerences are delayed when there are
inter-CPU conflicts.

Two YM options determine when memory conflicts are resolved. YMO handles Sections
0 and 2, YM1 handles Sections 1 and 3. Terms 10 to I4 are address bits 22, 23, 24, and 21
and Go Section 0/2 or 1/3 for a Port A reference that is waiting for a conflict to be
resolved. I7 to 111, 112 to 117 and 118 Lo 121 are the corresponding terms for Ports B, C,
and D. Address bit 20 determines which YM option is used for each reference. Terms 126
to 141 are Subsection Release terms from the YL options. The YM options use these
terms to generate Release Subsection terms (RO to R15); a Release Subsection is
generated each time a port requests a memory reference, but not until all conflicls have
“been resolved.

CRAY PROPRIETARY 2-29



'
s

Central Memory ' CRAY Y-MP Theory of Operation

YN Option

2-30

Table 2-9. Inter-CPU Conflict Resolution Options

CPU Option | Section | Subsection CPU Option | Section | Subsection
0 YLO 0 0 4 YLO 0 4
0 YL 0 1 4 YL1 0 5
0 YL2 0 2 4 YL2 0 6
0 YL3 0 3 4 YL3 0 7
1 YLO 1 0] 5 YLO 1 4
1 YLt 1 1 5 YL 1 5
1 YL2 1 2 5 YL2 1 6
1 YL3 1 3 5 YL3 1 7
2 YLO 2 0 6 YLO 2 4
2 YL 2 1 6 YLA1 2 5
2 YL2 2 2 6 YL2 2 6
2 YL3 2 3 6 YL3 2 7
3 YLO 3 0 7 YLO 3 4
3 YL 3 1 7 YL 3 5
3 YL2 3 2 7 YL2 - 3> 6
3 YL3 3 3 7 YL3 3 7

For memory read references, the YM options generate Subsection Readout Select 20 to 22
(R20 to R25) for the appropriate section when all conflicts are resolved. The Subsection
Readout Selects select one subsection asthe source of the read data. If a conflict delays a
read reference, the YM optlion activates PorL A, B, and D Unable to Release (terms R16
to R18) until the conflict is resolved. For scalar read references, the terms 13 CP to Al
and Si (142 and 143) indicate when the destination register is not available; if one of
these terms is logic 1, the port is not released until the term returns to logic 0. For Port
D references, Port D Read (term [22) differentiates between read and write references.

Port C Emptly (term R19) indicates when there is no Port C reference waiting for
conflicts to be resolved. ’

The primary purpose of Lhe two YN options is to delay address bits lor conflict resolution

‘and for use by the error channel. The YN options have one set of primary input terms

CRAY PROPRIETARY 10/23/87
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and two sets of output terms. Terms 10 to 117 are Port A, B, C, and D address bits and Go
Section terms from the YF and YK options. These terms become active when a port
clears all conflicts and begins its reference. Some of these terms (Go Section 0/2 and 1/3
and address bits 21 to 24) are delayed and exit as RO to R11. These terms are used by the
YM options to determine when conflicts can be released. Address bits from Ports A, B,
and D are further delayed and exit as R12 to R26. For all Port A and B references and for
Port D read references, a Go Read term is generated. These terms enter the YP options,
are delayed 9 CPs, and exit to the error channel. Port D Go Read also go to the YZ option.

During Exchange Sequences, term 120 is active. This causes Port A address bits 25 to 27
(bank select} to be taken from Exchange Address terms (118 and 119) instead of the
normal Port A input terms. Port A S Read (term I21) is active when an S register is the
destination for a scalar read reference. In this case, the data uses the Port B read data
paths; if a memory error occurs, it is considered to be a Port B error. Port D Read (term
122) differentiates between Port D read and write references.

The YO option delays Port A, B, and D control control terms until memory conflicts are
resolved. The output terms from the YO option are used for conflict resolution, the issue
control options, and the I/O section.

The YO option generates the following Port A delays for the issue control options:

Aand S Read (RO and R1)

12 CP to S(R3)

11 CP to A and S (R4and R5)
Instruction i field (R8 to R10)
Read Mode (R11 and R12)
Release (R13)

10CP to A and S(R14 and R15)
Read B and V (R16 and R17)

® 0 & & &6 0 0 o0

RO and R1 are also used by the YM options to determine if a Port A conflict involving a
scalar reference can be released. Port A S Read (term R7) is sent to the YN options for
scalar read references to Sregisters. All of these terms are generated from Port A i (I0 to
12), Read Mode (I3 and [4), S Read (I5) and Release (I6). With the exception of Release,
all Port A terms are controlled by Port A Unable to Release (terms 116 and 117). If
Unable to Release remains inactive, the terms are delayed a fixed Lime period within the
option. Each CP thal Unable to Release is active further delays the terms by 1 CP. Port
A Release is unaffected by Unable to Release; it is always delayed a fixed time interval.

The YO option generates Lthe [ollowing Port B delays for the issue control options:

¢ Inslruction i field (R18 to R20)
e Read Mode (R21)
e Release (R22)

They are delayed from corresponding input terms: i (17 to 19), Read Mode (R10), and

Release (R11). Port B Unable to Release (terms 118 to 119) controls i and Read Mode in

the same way Lthatl I16 and 117 contro! Port A terms. Port B Release is delayed a fixed
“time interval.
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YZ Option

YP Option

Delays that are generated for Port D are Read (R6) , Channel Number 20 énd 21 (R23
and R24), and Fetch (R25). All of these terms go to the YZ option and are controlled by
Port D Unable to Release (Lerms [20 to 121).

A small part of the YZ option is used to generate Port D control terms. The YZ option
receives Port D Go Read (term [23) from YNO and I/O Channel Number 20 and 21 (124
and 125) and Fetch (I126) from the YO option. All of these terms are delayed 6 CPs-in the
YZ option. If 123 and 126 are active, Go Write Fetch (R14) and Fetch Active (R15) are
enabled. Go Write Fetch indicates that fetch data is ready to be written to an instruction
buffer and is active for only 1 CP. Fetch Active réemains active as long as Fetch stays
active.

Terms R30 to R40 are used by the I/O section. Read Section 9 in this manual for an
explanation of these terms.

Parts of the YP options are used to delay control terms. R27 and R28 on YPO to YP2 and
on YP4 to YP7 delay Subsection Readout Selects 20 to 22 before they go to the memory
modules. Each term is delayed 2 CPs. R31 to R33 delay Port A, B, and D Go Read and
address bits 22 to 27and 219 for the error channel. Each term is delayed 9 CPs.

MEMORY MODULE

2-32

The CRAY Y-MP/832 computer system contains 32 identical memory modules divided
into four memory seclions. Each section has 8 Mwords of Central Memory. Within a
section, each of the eight modules is responsible for nine bits of the 72-bit data word. The
memory modules contain all Central Memory data storage chips and a large portion of
the data paths, address paths, and control logic needed to transfer data between the
storage chips and the eight CPUs. The memory modules also contain part of the inter-
CPU conlflict resolution logic.

The memory module is divided into two independent funtional areas. First-level fanouts
receive address and control signals from the CPU modules and fan them out to all
memory modules with a section. The main logic receives the address and control signals
from the first-leve! fanouts and write data bits directly from the CPU modules. It also
transmits read data bhits directly to the CPU modules. All inputs and output lo the first-
level fanouts and the main logic go through the module edge connectors and the wire
mat; there are no direct conneclors on the module between the first-level fanouts and the
main logic. PFigure 2-7 shows the interconnections between the CPU modules and the
memory module {irst-level fanouts and main logic for one memory section.

CRAY PROPRIETARY 10/23/87
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" | First-Level v
Fanouts

Read Data Bits

Figure 2-7. Module Interconnections

First-Level Fanouts

10/23/87

The first-level fanouls are used to connect address and control signals from the CPU and
clock modules to the main logic of the memory modules. Although these fanouts are
implemented on the memory modules, they are completely independent from the rest of
the module (except the system clock). All inputls to the {irst level fanouts come directly
from the cdge connectors and all outputs leave the module via the edge connectors.
There are two types of first-level fanouts:

¢ Buffer fanouls make eight copies of a signal. Buffer fanouts are implemented
in ZA and 7ZS oplions.

e AND-gale fanouts perform the logical product of two signals. Eight AND gates
are used to make eight copies of the logical product. AND-gate fanouts are
implemented in ZO and ZW oplions.

Figure 2-8 shows how the first-level fanouts are implemented in each option type. There
are multiple fanouls in the ZA, ZO, and ZW options. For simplicity, only one fanout is
shown for each option type and only three of the eight circuits in each fanout are shown.
All inputs and outputs leave the module via the edge connectors. The fanouts in the ZA,
70, and ZW options use logical connector CN10 on the Z side of the module. The fanouts
in the ZS options use CN20 on the Y side. All fanouts are latched, causing a 1 CP delay
between input and output.

Table 2-10 and Table 2-11 show the first-level fanouts on the Y and Z sides of the
module. The first column in these tables is the name of the fanout. The second and third
‘columns show the Boolean inpul and outlput terms to the module. Columns four through
seven show where the lanout is implemented. Column four is the option logical
identifier. Columns five and seven are the Boolean input and output terms to the option.
They arc connected dircetly to the module input and output terms. Column six shows
required force-1 inputls to the option. Many of the fanoutls in the ZA and ZS oplions are
-nol shown in these tables. They are used in the main logic of the memory module and
are explained in the next subsection.
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I"igure 2-8. First-Level Fan-Out Block Diagram
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Table 2-10. Y Side First-Level Fanouts

Edge Connector CN20 Option Used
Name ' :
Input Outputs* Option Input Force 1s Outputs
“Fanout 0 120 RX0 ZS0 180 R10 - R17
Fanout 1 121 RX1 ZS1 180 R10 - R17
Fanout 2 122 RX2 2520 180 R10 - R17
Fanout 3 123 RX3 - 4821 {80 R10 - R17

*X represents all digits 0 to 7. For example, RX0 means R0, R10...R70.

Because the first-level fanouts are used for different purposes depending on where the
module is located in the chassis, information on how the first level fanouts are used is
not shown in Tables 2-10 and 2-11. Refer to the Wire Tubs Enginecering Documentation
for information on that subject.

Main Logic

This subsection explains all of the logic on the memory module ¢xcept the first-level
fanouts and the system clock fanout. For clarity, the following notations are used:

e CPU N is an abbreviation meaning any one of the cight CPUs.
® Subsection N refers to any one of the eight subsections on the memory module.
® Bank N refers to any one of the eight banks within a subsection.

input and Output Terms

10/23/87

There are several types of inputs and outputs to the main logic of the memory module :

¢ Control and address terms {rom each of the CPU modules
Write data terms from each of the CPU modules

Read data terms to each of the CPU modules

Master Clear from the deadstarl panel

Static terms from the clock module

® @ ¢ 0

The control and address terms, Master Clear, and the stalic lerms go through the first-
level fanouts on their way o the memory module main logic. The write data terms go
directly from the CPU modules to the memory module main logic. The read data terms
go directly to the CPU modules. IFor details on the paths between modules for all these
signals, refer to the Wire Tabs Engineering documentation.

Table 2-12 lists the main logic inputs and outputs. Each of the control, address, and data
" _terms listed represents cight terms, one for each CPU. The write and read data bits are
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) Tablé 2-11. Z Side First-Level Fan-Outs
Edge Connector CN10 Option Used
Name
Input(s) | Outputs® Option Input(s) | Force 1s Outputs
Fan-Out 0 10 - 11 RX00 ZWO0 180 - 182 R30 - R37
Fan-Out 1 101 RX01 ZWO0 181 - 183 R40 - R47
Fan-Out 2 I - 148 RX02 ZW1 180 - 182 R30 - R37
Fan-Out 3 13- 12 RX03 ZW1 181 - 183 R40 - R47
Fan-Out 4 4 - 15 RX04 | ZOO | 180182 R30 - R37
Fan-Out 5 -6 RX05 200 181 - 183 R40 - R47
Fan-Out 6 17 RX06 ZA1 o1 18 - 115 R8 - R15
Fan-Out 7 8-19 | RX07 201 | 180-182 | R30 - R37
Fan-Out 8 18 - 110" RX08 201 181 - 183 R40 - R47
Fan-Out 9 M1-12 RX09 ZW2 180 - 182 R30 - R37
) Fan-Out 10 | 114’ - 149 RX10 ZW2 181 - 183 R40 - R47
‘ } Fan-Out 11 M3 - 114 RX11 ZW3 180 - 182 R30 - R37
Fan-Out 12 13- 114 RX12 ZW3 181 - 183 ‘ R40 - R47
‘Fan-Out 13 0-115 RX13 ZW10 180 - 182 R30 - R37
Fan-Out 14 10’ - 115 RX14 ZW10 181 - 183 R40 - R47
Fan-Out 15 16 - 12 RX15 ZW11 180 <182 | . R30 - R37
Fan-Out 16 | 115" - 150 RX16 ZW11 181 - 183 R40 - R47
Fan-Out 17 - | 117 - 118 RX17 2010 180 - 182 R30 - R37
Fan-Out 18 17 -119 RX18 Z010 181 - 183 R40 - R47
Fan-Out 19 120 RX19 2010 101 18 - 115 R8 - R15
Fan-Out20 | 121122 | RX20 ZO11 180182 | R30 - R37
Fan-Out 21 121 - 123 RX21 2011 181 - 183 R40 - R47
Fan-Out 22 125" - 151 RX22 ZW12 180 - 182 R30 - R37
Fan-Out 23 124 - 112 RX23 ZW12 181 - 183 R40 - R47
Fan-Out 24 13 - 125 RX24 ZW13 180 - 182 | - R30 - R37
Fan-Out25 | 113" - 125 RX25 ZW13 181 - 183 R40 - R47
, ) * X represents all digits 0 to 7. For example, RX00 means R00, R100...R700.
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Table 2-11. Z Side Firs.t-Level F_an-Outs

Central Memory

Edge Connector CN10 Option Used
Name
Input(s) | Outputs* | Option input(s) | Force 1s Outputs

Fan-Out 26 | 10"+ 126 RrX26 ZW20 | 180 - 182 R30 - R37
Fan-Out 27 10 - 126 RX27 ZW20 | 181 -183 R40 - R47
Fan-Out28 | 126" - 152 | RX28 ZW21 180 - 182 R30 - R37
Fan-Out 29 127 - 139 | RX29 ZW21 181 - 183 R40 - R47
Fan-Out 30 | 128 - 129 RX30 2020 | 180 - 182 R30 - R37
Fan-Out 31 128 - 130 RX31 Z020 | 181-183 R40 - R47
Fan-Out 32 131 RX32 ZA21 1101 i8-115 | R8-R15

Fan-Out 33 | 132-133 | RX33 2021 180 - 182 R30 - R37
Fan-Out34 | 132-134 | RX34 Z021 181 - 183 R40 - R47
Fan-Out 35 [ 135 - 146 RX35 Zw22 | 180 - 182 R30 - R37
Fan-Out 36 | 136" - 153 | RX36 Zw22 | 181183 R40 - R47
Fan-Out 37 | 113" -136 | RX37 ZW23 | 180 - 182 R30 - R37
Fan-Out 38 | 13- 136 RX38 ZW23 | 181 -183 R40 - R47.
Fan-Out 39 0 - 137 RX39 ZW30 | 180 - 182 R30 - R37
Fan-Out 40 10’ - 137 RX40 ZW30 | 181183 R40 - R47
Fan-Out 41 | 138-139 | RX41 ZW31 | 180 - 182 R30 - R37
Fan-Out 42 | 137" - 154 | RX42 ZW31 181 - 183 R40 - R47
Fan-Out 43 140 RX43 Z030 180 182 R30 - R37
Fan-Out 44 141 RX44 2030 181 183 R40 - R47
Fan-Out 45 142 RX44 ZA30 100 | 10-115 | RO-R15

Fan-Out 46 143 RX46 2031 180 182 R30 - R37
Fan-Out 47 144 Rrx47 2031 181 183 R40 - R47
Fan-Out 48 | 147" - 155 | RX48 ZW32 | 180 - 182 R30 - R37
Fan-Out 49 | 145-146 | RX49 ZW32 | 181 - 183 R40 - R47
Fan-Out 50 i3 - 147 RX50 ZW13 | 180 - 182 R30 - R37
Fan-Out 51 | H3' - 147 | RX51 ZW13 | 181 -183 R40 - R47

* X represents all digits 0 to 7. For example, RX00 means R00, R100...R700.
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CRAY PROPRIETARY

DO IRAINADNV ANICMAMDAAATHNNG




Central Memory

CRAY Y-MP Theory of Operation

the input and output paths for the nine data bits handled by the module. The address
bits select the internal address within the memory chips.

Table 2-12. Main Logic Inputs and OQutputs

Logical Edge Boolean Name Tvpe Module
Connector Term(s) yp Side
CNN {0to 1156 | CPU N Address Bits 0 to 15 Address Input | Z Side
CNN 116 CPU N Chip Select Control Input Z Side
CNN 7 CPU N Go Write Control Input Z Side
CNN 118 CPU N Abort Control Input Z Side
CNN 19 CPU N Abort (copy) Control Input Z Side
CNN 120 to 128 | CPU N Write Data Bits 0 to 8 Data tnput Z Side
CNN 130to 137 |CPUN GOSS 0to7 Control Input Z Side
CNN 40 to 154 |CPUN GOSS0to 7 - Control Input Z Side
even Bank Select 22'
CNN 141 t0o 155 |CPUN GOSS0to7- Control Input Z Side
odd Bank Select 22
CNN 56 to 157 | CPU N Bank Select Control Input | Z Side
|20 and 21 (copy 0)
CNN 158 to 159 | CPU N Bank Select Control Input | Z Side
20 and 21 (copy 1)
CNN 160 to 161 | CPU N Bank Select Control Input Z Side
20 and 21 (copy 2)
CNN 162 to 163 | CPU N Bank Select Control Input Z Side
20 and 21 (copy 3)
CNN [70 to 172 | CPU N Subsection Read Control Input Y Side
Select 20 to 22
CNN RO to R8 |CPU N Read Data Bils 0 to 8 | Data Output Y Side
CN20 10 Master Clear Control Input | Y Side
CN20 H 3 CP Write Enable Static Input Y Side
CN20 12 to 13 | Bank Busy Select 20 and 21 Static Input Y Side

N

The control terms perform several functions. Go Subsection (GOSS) terms are used to
activale a subsection for reading or writing to a CPU. When a GOSS is activated, the
corresponding GOSS -Bank Sclect 22' is activated if the memory reference is 1o banks 0
through 3 within the subsection. If the reference is to banks 4 through 7, GOSS -Bank
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Select 22 is activated. Simultaneously with the GOSS terms, Bank Select 20 to 22 (all
four copies) select a bank in the active half-subsection. Chip Select determines which 9
of the 18 chips in the bank Lo use. Go Write is logic 0 for a read reference and logic 1 for a
write reference. Abort and Abort (copy) prevent data from being wrilten to or read from
the memory chips in case of a memory range error. Subsection Read Select 20 Lo 22 are
used during a read reference. They determine which subsection is the source of the read
data. When Master Clear is activated, it stops all memory references in progress and
prevents new references from starting.

The static terms configure the ZR and ZX options to the access and cycle times of the
memory storage chips. 3 CP Write Enable selects the length of the write enable signal
supplied to memory chips during a write reference. It is set to logic 1, causing the write
enable signal to last 3 CPs. Bank Busy 20 and 2! determine the memory bank cycle time.
Table 2-13 shows all possible cycle times. Currently, Bank Busy 20 is set to logic 1 and
Bank Busy 21 is set to logic 0, causing a 5 CP cycle time.

Table 2-13. Bank Cycle Times

Bank Busy
- Bank Cycle Time
21 20
0 0 4 CPs
0 1 5 CPs*
1 0 6 CPs
1 1 7 CPs

* currently used

Memory Write Reference

10/23/87

Figure 2-9 and Figure 2-10 are block diagrams of the main logic. Figure 2-9 shows the
Address, Data, Chip Select, and Abort Paths. Figure 2-10 shows the Control and Static
terms. Figure 2-11 is a timing diagram of the major signals on the memory module.
Refer to these diagrams while reading this subsection.

During a memory write reference to subsection M, the address bits, write data bits, and
the control terms Chip Select, Go Write, GOSS N, GOSS N-Bank Bit 22 (or GOSS
M-Bank Bit 22), and Bank Selects 20 and 2! arrive at the memory module during the
same CP. The address bits, write data bits, Chip Select, and Go Write are fanned out by
ZA oplions, causing a 1 CP delay. GOSS N is fanned out by a ZM or ZU option,
depending on the CPU generaling the memory reference and the subseclion being
referenced. This fanout also causes a 1 CP delay.

After the ZA fanouts, the address bits arrive at the ZM, ZN, ZU and ZY options in each
subseclion, the write data bits at the ZM, Z0, ZU, ZV, and ZW options, and Chip Select
al the ZV options. These signals are ignored by all the subsections excepl subsection N,
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the one that is being referenced. In subsection N, the fanned-out GOSS N causes the
address bits, write data bits, and Chip Select to be latched in the steering options listed
above. The terms remain latched during the entire write reference and are not released
until there is another reference to the same subsection by the same CPU.

GOSS M-Bank Bit 22" (or GOSS M-Bank Bit 22} and one copy of Bank Selects 20 and
21 go directly to the ZX option which controls the bank being referenced. (Each ZX
option controls four banks within a subsection, either banks 0 to 3 or banks 4 to 7.) The
ZX option accepts the reference request for the bank and allows the reference to proceed
when two conditions have been satisfied: the reference in progress (if any) to the same
bank by another CPU must have completed and there must not be another CPU with a
higher priority waiting for the same bank. As soon as these conditions exist, the ZX
option sends Bank L CPU Selects 20 Lo 22 Lo the steering options where the address bits,
data bits, and Chip Select are latched. This steers the address and data bits to all 18
memory chips in the bank being referenced. It also activates either Chip Select 0 or Chip
Select 1, which enables nine chips in the bank. The address and data bits and Chip
Select 0 or 1 remain active for 5 CPs, completing the memory reference.

During the reference, Write Enable is presented to all the memory chips in the banks by
the ZX option. Write Enable becomes active 1 CP after the address and data bits and
Chip Select 0 or 1 enter the memory chips. It remains active for 3 CPs. After the
reference is completed, the bank is ready for another reference. The next reflerence can
come from the same or a different CPU, but each CPU can be using or waiting for only
one bank in a subsection at any time.

In case of & memory range error, the CPU which requested the memory relerence stops
the reference while it is in progress by sending Abort and Abort (copy). One of these
terms is latched by GOSS N in the same ZV option where Chip Select is latched. This
deactivates Chip Select 0 and Chip Select 1 for the duration of the reference, disabling
all memory chips in the bank. In all other respects an aborted reference is identical Lo a
normal reference.

Memory Read Reference

10/23/87

In many respects, a read reference is identical to a write reference. The address bits and
Chip Select are fanned oul, latched, and presented to the memory chips in the same way.
GOSS N, GOSS N-Bank Bit 22' (or GOSS N-Bank Bit 22), Bank Selects 20 and 21,
Abort, and Abort (copy) are used in the same manner. Most of the bank control logic in
the ZX option serves the same function.

The main differences in a read reference are that Go Write and Write Enable are
inactive and that additional control logic is necessary to move the read data bits from the
memory chips to the proper CPU meodule. This control logic consists of two parts. Read
data steering logic steers the data from the memory chips to correct CPU data path for
the subseclion. Read data selection logic selects the correct subsection to be the data
source for the CPU requesling the reference. The [irst part of this control logic is
slightly different depending upon which CPU requested the reference. CPU A (the CPU
with the highest priority for the subsection) uses one type of control signals, and CPUs B
to H use another. The second part of the read control logie is identical for all CPU paths.
The following paragraphs explain both parts of the read control logic.

-In the read data steering logic, read dala bits are senl from the memory chips to the ZR

options in the subsection 5 CPs alter the memory chips are selected. For a read reference
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from CPU A, the ZX option controlling the bank being referenced sends CPU A Go Read
to the ZR options.. Simultaneously, it sends CPU A Bank Select Bits 20 and 21 to the
ZRs. By determining which of the two ZX options in the subsection sent the CPU Go
Read, the ZRs decide which half of the subsection (either Banks 0 to 3 or Banks 4 to 7) is
the data source for CPU A. By decoding Bank Select Bits 20 and 21, the ZRs narrow their
selection to a single bank. The ZR options then steer the read data bits from the proper
bank to CPU A’s data path and latch the data until CPU A is ready to use it. This
completes the read data steering logic for CPU A.

In the read dala steering logic for a CPU other than CPU A, the read data bits are sent
from the memory chips to the ZR options. Depending on the subsection and which CPU
requested the reference, a ZN or ZY option sends CPU N Bank Select 20 to 22 to the ZR
options in the subsection. (The ZN and ZY options generate the CPU N Bank Selects by
decoding the Banks 0 to 7 CPU Selects received from the ZX options.) The ZR options
use the CPU N bank selects to steer the data bits from the proper bank to CPU N’s data
path. CPU N Go Read is sent from the ZX option to the ZR options, causing the data to
be latched until CPU N is ready for it. This completes the read data steering logic for
CPUs B to H.

In the read data selection logic, the ZS options are used to gate the data from the proper -
ZR options to the CPU. Each ZS option is responsible for the read data bits for one CPU.
When a CPU is ready to receive the read data, it sends CPU N Read Subsection Select 20
to 22 to the ZS option that it controls. This gates the data from the ZR options in the
subsection being referenced to CPU N.

Data Paths

Write Data Bits 0 Lo 8 from each CPU are fanned out by the ZA options. The upright side
of each output term goes to the even-numbered subsections and the inverled side goes to
the odd-numbered subsections. After the fanouts, the write data bits are steered Lo the
proper bank in each subsection by the ZM, 20, ZU, ZV, and ZW options. In the even-
numbered subsections, the inverted side of the steering option outputs is used. In the
odd-numbered subsections, the upright side is used. The result of the data inversions is
that all write data bils are inverted once, either after being fanned out to a subsection, or
after being steered Lo a bank. Table 2-14 shows the write data bit fanouts. Table 2-15
and Table 2-16 show the steering options.

Data is stored inverted in the ZZ oplions. Each ZZ option consists of eight memory chips.
Table 2-17 and Table 2-18 show the locations of the memory chips in each subsection
based on the bank number and the state of Chip Select from the CPU module.

Read Data Bits 0 to 9 from each bank in a subsection are fanned in and steered Lo the
proper CPU by the ZR options. After the ZR options, read data bits from each subseclion
are fanned in by a ZS option for cach CPU. The inverted side of the ZR outputs is used
by the ZS options, compensating for the inversion that is done to the write dala bits.
Table 2-19 shows the ZR oplions used in each subsection. Table 2-20 shows the ZS
oplions used by each CPU.

Address Paths

Address Bits 0 to 15 from each CPU are fanned oul by the ZA options. The upright side
of each outpul term goes to the even-numbered subsections and the inverted side goes Lo

2-44 CRAY PROPRIETARY 10/23/87
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Table 2-14. Write Data Bit Fan-Outs

Centrat Memory

Write Option and Output Term*
Data
Bit cpuo | crut | cPu2 | crus | cPua | cPus | crus | cPu Y
Bit O ZA1 R16 [ZA1 Ri18 |ZA1 R20 {ZA1 R22 |ZA30R15 | ZA30R13 | ZA30R11 | ZA30 RS
Bit 1 ZA1 R17 | ZA1 R19 |ZA1 R21 {ZA1 R23 {ZA30R14 |ZA30R12 | ZA30R10 | ZA30R8
Bit 2 ZATORO |[ZA10R2 |ZAiIOR4 |ZA10OR6 |[ZA21R16 |ZA21 R18 |ZA21 R20 {ZA21 R22
Bit 3 ZA10 R1 ZA10R3 |ZA10R5 |ZA10R7 |ZA21R17 | ZA21 R19 | ZA21 R21 |ZA21 R23
Bit4f£ " A,QQ.F”‘? ZAO R13 |ZA11R12 | ZAT1 R13 |ZA20R12 | ZA20 R13 | ZA31 R12 | ZA31 R13
Bit 5 &.6 2 1 ;}‘R ZA10R18 [ ZA10R16 | ZA21R6 ZA21 R4 |ZA21R2 [ZA21R0
Bit 8 ZA’SQE% ZA1 b5 3@1@4}1%’{/\10 R17 |ZA21 R7 |ZA2 RS [ZA21R3 [ZA2t Rt
Bit7 |zAwAf (201 g Jzar R lzxy'Ro fl BA3Q R22 | ZA30 R20 | ZA30 R18 | ZA30R16
Bt |za1 R7 i i'éLM}R E;iﬁzilffﬁgqﬁ%1 ZA30 R19 | ZA30 R17
L —_ N A
e L 5 i&gf Mi A4~ A

3 =N
L © A
; Sy
e, RS B
4 ¥ i 73y
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Table 2-15. Write Data Bit Steering Oplions
Subsections 0,2, 4, and 6

15y 7y

Write Option*

Data

Bits S50 SS2 | SS4 | SSe6
Bits 0 and 1 ZWO0 ZW10 ZW20 ZW30
Bits 2 and 3 ZWH1 ZW11 ZW21 ZW31

Bit 4 ZU0 ZU10 ZU20 ZU30

Bit 5 ZMO ZM10 ZM20 ZM30 ‘

Bit 6 ZV0 ZV10 ZNV20 ZV30
Bits 7 and 8 200 2010 Z2020 2030

* Only the inverted sides of the option outpuls are used.

the odd-numbered subsections. After the fanouts, the address bits are sleered to the
proper bank in each subsectlion by the ZM, ZN, ZU, and ZY options. The upright side of
-the steering module oulpuls goes Lo Lhe memory chips in each bank enabled by Chip
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Table 2-16. Write Data Bit Steering Options
Subsections 1,3,5, and 7

Write : Option*

Data

Bits ss1 | ss3 SS 5 SS7
Bits0and 1] ZO1 ZO11 | z021 | z031

Bit 2 ZV1 ZV11 ZV21 ZV31

Bit 3 ZM1 ZM11 | zZm21 | ZMm3i

Bit 4 ZU1 ZU11 zU21 | ZU31
Bits 5and 6 | Zw2 ZW12 | ZW22 | ZW32
Bits 7and 8 | ZwW3 ZW13 | zZwe3 | zwa3

* Only the upright side of Lhe option outputs is used.

Select 1. The inverted side goes to the chips enabled by Chip Select 0. Table 2-21 shows
the address bit fanouts. Table 2-22 show the steering options.

Control Paths

2-46

Chip Select from each CPU is fanned out by the ZA options. The upright side of each
outpul term goes to the even-numbered subseclions and the inverted side goes to the
odd-numbered subsections. [for Go Write from each CPU, four copies are made and each
copy is fanned out by the ZA options. The upright side of each output term is used in all
cases. Go Subscclion terms {rom ecach CPU are fanned out by the ZM and ZU oplions.
The upright side of cach output goes to the ZU, ZW, and ZY options in the subsection.
The inverted side goes to the ZM, ZN, ZO, and ZV options. Table 2-23 shows the control
term fanouts.

After being fanned oul, Chip Select from each CPU is decoded into Chip Select 0 and
Chip Select 1 and steered to the proper bank in each subsection by the ZV options. Ilach
ZV option also uses Abort or Abort (copy) to disable the bank in case of an aborted
reference. Table 2-24 shows the Chip Select decoding and steering options and the copy
of Abort used by each ZX option.

Each ZX option contains the main control logic for four memory banks. Table 2-25
shows the banks controlled by each ZX option and the copy of CPU N Go Write and Bank
Bits 20 and 21 used by each option.

During read references by CPUs B to 1, the ZN and VA% options generate CPU N Read
Bank Select 20 to 22. Table 2-26 shows the option that generates the Read Bank Selects
in each subsection for cach CPU.

CRAY PROPRIETARY 10/23/87
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Table 2-17. Subsections 0,1, 4, and 5§ Data Storage

t Bank Option™ and Output Term
i and
Chip Select | Data Bit 0 | Data Bit 1 | Data Bit 2 | Data Bit 3 | Data Bit 4 | Data Bit 5 | Data Bit 6 | Data Bit 7 | Data Bit 8
CS = 0]22X0 R2{Z2ZX0 R6[Z22ZX0 R1|ZZX1 R2|ZZX1 R6|ZZX1 Ri1|ZZX2 R2|ZZX2 R6|Z2ZX2 R1
iBank ° CS = 1|2ZX0 RO[ZZX0 R4|ZZX0 R5}1Z2Z2X1 RO|ZZX1 R4|ZZX1 R5|zzX2 RO |ZZ2X2 R4|ZZX2 R5
CS = 012ZX3 R1|Z2ZX3 R5|2ZX3 R0|ZZX4 R1}ZZX4 R5|ZZX4 RO |ZZX5 R1|ZRX5 R5{ZZX5 RO
iBank 1 CS = 1{24ZX0 R3|ZZX0 R712ZX3 R4|ZZX1 R3|Z2ZX1 R7|ZZX4 R4|Z2ZX2 R3| ZZX2 r7 |ZZX5 R4
1 CS = 0}2ZX8 RO|ZZX6 R4|2ZX3 R3|Z2ZX7 R0 |[ZZX7 R4 |2ZX4 R3|ZZX8 RO |[ZZX8 R4|Z2ZX5 R3
penkc 2 CS = 1}ZZaX R2|Z2ZX3 R6|ZZX3 R7|ZZX4 R2|ZZX4 R6|ZZX4 R7|ZZX5 R2|ZZX5 R6|[ZZX5 R7
CS = 0|zzX6 R3|zzX6 R7|zzX6 R2|2zX7 R31{ZZX7 R7|2ZX7 R2|ZZX8 R3|ZZX8 R7|ZZX8 R2
sank 8 CS = 1]2ZX6 R1|ZZX6 R5|ZZX8 R6|ZZX7 R1|2ZX7 R5|ZZX7 R6|ZZX8 R1|ZZX8 R5|ZZX8 R6
CS = 0}22Y2 R6|ZZY2 R2|ZZY2 R5|2ZY1 R6|ZZY1 R2|ZZY1 R5ZZY0 R6{ZZY0 R2|Z2ZY0 RS
sank 4 CS = 1|22Y2 R4|Z22Z2Y2 R0O|Z22Y2 R1|ZZY1 R4|2ZY1 R0|ZZY1 R1|ZZY0 R4 ZZY0 RO|zzY0 R1
CS = 0|2ZY5 R51{22Y5 R1|Z2Y5 R4|2ZY4 R5|Z22Y4 R1|Z22Y4 R4|2ZY3 R5|Z2Z2Y3 R1 77Y3 R4
venk e CS = 1122Y2 R7|2ZY2 R3[ZZY5 RO{ZZY1 R7{22Z2Y1 R3|2Z2Y4 R0O|ZZY0 R7|22ZY0 R3|Z2ZY3 RO
CS = 0|Z2Y8 R4|22Y8 R0|ZZY5 R7|ZZY7 R4|22Y7 RO|Z22Y4 R7|ZZY6 r4 |Z2Z2Y6 RO|ZZY3 R7
pank CS = 1122Y5 RB|ZZY5 R2{ZZY5 R3|2Z2Y4 R6122Y4 R2|2ZY4 R3|22Y3 R6[|Z2ZY3 R2|Z2ZY3 R3
jL CS = 022Y8 R7|zZZ8 R3|ZZY8 R6[ZZY7 R7|2ZY7 R3|22Y7 R6|Z2ZY6 R7|ZZY6 R3|ZZY6 R6
senk 7 CS = 1]22Y8 R5(22Y8 R1 ZZYS R2|Z2ZY7 R5|2ZY7 R1|22Y7 R2{ZZ2Y6 R5(ZZ2Y6 R1{ZZY6 R2
* X represents A in subsection 0, Y represents B in subsection O,
C in subsection 1, D in subsection 1,
J in subsection 4, ) Kin subsection 4,

L in subsection 5.
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Table 2-18. Subsections 2,3,6,and 7 Data Storage

Bank Option and 'Output.Term
and

Chip Select | Data Bit 0 | Data Bit 1 | Data Bit 2 | Data Bit 3 | Data Bit 4 | Data Bit 5 | Data Bit 6 | Data Bit 7 | Data Bit 8
CS = 0|2ZZX2 R6|ZZX2 R2{ZZX2 R5|2ZX1 R6{Z2ZX1 R2{2ZX1 R5|2ZX0 R6|2ZX0 R2|ZZX0 R5
LBank ° CS = 1|Z2ZX2 R4|ZZX2 R0|ZZX2 R1|ZZX1 R4|ZZX1 RO|ZZX1 R1|ZZX0 R4|ZZX0 RO|ZZX0 R
;B . CS = 0}2ZX5 RS5|ZZX5 R1|ZZX5 R4|ZZX4 R5|2ZX4 R1|ZZX4 R4|ZZX3 RS5[2ZX3 R1|2ZX3 R4
l e CS = 1(2zZx2 R7|2ZX2 R3|ZZX5 RO0|ZZX1 R7{ZZX1 R3|2ZX4 RO|ZzZX0 R7|zzXx0 R3|2zX3 RO
: CS = 0{22X8 R4|ZZX8 RO|Z2X5 R7|ZZX7 R4|2ZX7 RO|ZZX4 R7|ZZX6 R4|ZZX6 RO|ZZX3 R7
;Bank : CS = 1|22X5 R6|ZZX5 R2|ZZX5 R3|ZZX4 R6|2ZX4 R2|ZZX4 R3|22X3 R6|ZZX3 R2|ZzX3 R3
CS = 0|2ZX8 R7|ZZX8 R3|2ZX8 R6|zZX7 R7|ZZX7 R3|ZZX7 R6|ZZX6 R7|ZZX6 R3|ZZX6 R6
pank 8 CS = 1|22ZX8 R5|ZZX8 R1|ZZX8 R2|ZzX7 R5|ZZX7 R1|ZZX7 R2|ZZX6 R5|ZZX6 R1|ZZX6 R2
CS = 0|ZZY0o R2|2ZY0 R6|zZY0 R1{ZZY1 R2|zzZY1 R6{2ZY1 R1|ZZY2 R2|ZZY2 R6|z2ZY2 R1
sank CS = 112zY0 R0{ZZY0 R4|zZY0 Rs5|ZZY1 RO|ZZYt1 R4|2ZY1 R5|ZZY2 RO|ZZY2 R4|ZZfY RS
L CS = 0|ZZY3 R1|ZZY3 R5|ZZY3 RO|ZZY4 R1|ZZY4 R5|ZZY4 RO|ZZY5 R1|ZZY5 R5|ZZY5 RO
penk S CS = 1}2ZY0 R3|ZZY0 R7|2ZY3 R4|ZZY1 R3|2ZY1 R7|2ZY4 R4|ZZY2 R3|ZZY2 R7|ZZY5 R4
CS = 0|zzys R0|ZzZYs R4|22ZY3 R3|ZzzZY7 RO|ZZY7 R4|ZZY4 R3|ZZY8 RO|ZZY8 R4|ZZY5 R3
sank © CS = 1|2ZZY3 R2{ZZY3 R6|ZZY3 R7|ZZY4 R2|ZZY4 R6|2ZY4 R7|ZZY5 R2|ZZY5 R6|ZZY5 R7
CS = 0|zzYe R3|zzYs R7|zzYs R2| zzY7 R3 |ZZY7 R3|zZZ7 R2|ZZY8 R3|ZZY8 R7|ZZYs R2
wene CS = 1{22Y6 R1{2ZY8 Rs5{ZZYs R6|zZY7 R1|ZzY7 R1|ZZY7 R6|zZY8 R1|ZZY8 Rs5|2ZY8 R6

* X represents E in subsection 2,
G in subsection 3,
N in subsection 6,
Q in subsection 7.

.

Y represents F in subsection 2,

J in subsection 3,
P in subsection 5,

R'in subsection 7. ©
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Table 2-19. Read Data Bit Steering Options

Central Memory

Read Option*
Data
Bits SS0 | SS1 SS 2 SS 3 SS 4 sS5 SS 6 SS 7
Bits 0 to 2 ZR0 ZR3 ZR10 ZR13 ZR20 ZR23 ZR30 ZR33
Bits 3to 5 ZR1 ZR4 ZR11 ZR14 ZR21 ZR24 ZR31 ZR34
Bits 6t0 8 ZR2 ZR5 ZR12 ZR15 ZR22 ZR25 ZR32 ZR35
* The inverted side of each output term is used
Table 2-20. CPU Read Subsection Selects
CPU cPUDO CPU 1 CPU 2 CPU 3 CPU 4 CPUS5 CPU 6 CPU 7
Option 250 ZS1 2510 Z511 2520 2521 2830 2531

Master Clear and Static Term Fanouts

When activated, Master Clear stops all memory references in progress and clears all
pending memory requests. The static term 3 CP Write Enable determines the length of
the Write Enable term sent to the memory chips during a write reference. [ If 3 CP is at
logic 0, Write Enable lasts 2 CPs. Ifitis at logic 1, Write Enable lasts 3 CPs. The static
terms Bank Busy 20 and 21 establish the bank cycle time, which can be set between 4
and 7 CPs..

Master Clear and Lhe stalic terms have two stages of fanoul in the main logic. In the
first stage, ZS options fan out the terms to each subsection. Within a subsection, the
inverted side of Bank Busy 20 and 2! drive the three ZR options. ZV oplions fan oul
Master Clear and all the static terms to the two ZX options. The upright side of 3 CP
Write Enable and Bank Busy 20 and 21 is used by the ZX options. The inverted side of
Master Clear is used. Table 2-27 shows both stages of Master Clear and static term
fanouts.

Inter-CPU Conflict Resolution

10/23/87

Ifach CPU module resolves memory conflicts between ils own memory ports. The
memory module is responsible only for resolving conflicts belween ports in different
CPUs. Memory references from multiple CPUs can overlap in time or occur

-simultancously if each CPU is accessing a different bank. When a CPU tries to access a
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Central Memory CRAY Y-MP Theory of Operation

Table 2-21. Address Bit [Fan-Outs

Option and Output Term*
Address
Bit ’

CPUO | CPU1 CPU2 | CPU3 | CPU4 | CPU5 | CPUSB | CPUT7
Bit 0 ZAO R27 [ZA0 R24 [ZAQ R21 |ZA0O R18 [ZA31R11 |ZA31 R8 |ZA31R5 |[ZA31R2
Bit 1 ZAD R26 |{ZAO R23 |ZAQO R20 |ZAO0 R17 | ZA31 R10 |ZA31R7 |Z2A31R4 ZA’31 R1
Bit 2 ZAQ R25 [ZA0 R22 (ZAO R19 |ZAO R16 |ZA31R9 |[ZA31R6 |[ZA31R3 [ZA31 R0
Bit 3 ZA11RI1 [ZA11RB |ZA11RS [ZA11R2 |ZA20R27 |ZA20rR4 | ZA20 R21 |ZA20 R18
Bit 4 ZA11R10 1 ZA1T1R7 |ZA11 R4 |ZAT1R1 | ZA20R26 | ZA20 R23 [ ZA20 R20 | ZA20 R17
Bit 5 ZA11R9 |ZA1T1R6 |ZA11R3 |ZA11RO |ZA20R25 |ZA20R22 {ZA20R19 |ZA20R16
Bit 6. ZA0 R28 {ZA0 RBQ ZA10R32 | ZA11 R32 | ZA20 R28 | ZA20 R30 | ZA30 R32 | ZA31 R32
Bit 7 ZAO R29 {ZA0 R31 |ZA10R33 |ZA11 R33 | ZA20 R29 | ZA20 R31 ;| ZA30 R33 | ZA31 R33
Bit 8 ZAQ R32 |ZA1 R32 |ZA10R32 | ZA11 R32 | ZA20 R32 | ZA21 R32 | ZA31 R16 | ZA31 R18
Bit 9 ZAO R33 [ZA1 R33 |{ZA10R33 |ZA11 R33 | ZA20R33 | ZA21 R33 | ZA31 R17 | ZA31 R19
Bit 10 ZA11 R27 [ZA11 R24 [ ZA11 R21 |ZA11 R18 | ZA20R11 | ZA20R8 | ZA20RS5 |ZA20R2
Bit 11 ZA11 R26 [ZA11 R23 | ZA11 R20 | ZA11 R17 | ZA20 R10 | ZA20R7 |ZA20R4 |ZA20R1
Bit 12 ZA11 R25 |ZA11 R22 [ZA11 R19 [ ZA11 R16 ZAO R9 |ZA20R6 |[ZA20R3 |[ZA20R0
Bit 13 ZAO R11{ZA0 R8 |ZA0 R5 |ZAO R2 |ZA31R20 |ZA31R23 {ZA31rR6 |ZA31 R29
Bit 14 ZAO R101ZA0 R7 [ZAO R4 |ZA0 R1 ZA3‘1 R21 | ZA31 R24 | ZA31 R27 | ZA31 R30
Bit 15 ZAO R9 |ZAO R6 |ZAO R3 |ZA0 RO |ZA31R22|ZA31R25 {ZA31 R28 | ZA31 R31

* The upright side of each term goes to the even memory subsections.
The inverted side of each term goes to the odd memory subsections.

2-50

bank that is busy or when two or more CPUs try to access the same bank at the same
time, a conflict occurs.

Bach ZX option resolves inler-CPU conflicts in the four banks that it controls. If a ZX
option receives a request for a bank that is busy, the new reference is forced Lo wait until
the reference in progress is completed. If two or more CPUs request the same bank at
the same time, or if multiple CPUs are waiting for the same bank, the ZX option uses a
simple priority scheme Lo determine which CPU gets first access to the bank: each CPU
is given a fixed priorily in cach subsection. The CPU with the highesti priority is
referred to as CPU A and the one with the lowest priority as CPU H. When there is a
conflict, the CPU with the highest priority is allowed to access memory first. Bach of the
other CPUs are forced Lo wait until all CPUs with higher priorities have completed their

references.

CRAY PROPRIETARY 10/23/87
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CRAY Y-MP Theory of Operation ' Central Memory

Table 2-22. Address Bil Steering Options

Option
Address :
Bits

SSO SS 1 SS2 SS 3 5SS 4 SS 5 SS6 SS7
Bits 0 to 2 ZY0 ZN2 ZY10 zn12 ZY20 - | ZN22 Z2Y30 ZN32
Bits ' 3to 5 VAR ZN3 ZY11 zn13 Y21 ZN23 ZY31 ZN33
Bits 6 to 7 ZU0 ZM1 ZU10 ZM11 Z2U20 ZM21 ZU30 ZM31
Bits 8to 9 ZMO ZU1 ZM10 ZU11 ZM20 ZU21 ZM30 ZU31
Bits 10 to 12 ZNO Y2 ZN10 ZY12 | ZN20 Y22 ZN30 ZY32
Bits 13 to 15 ZNA1 ZY3 ZN11 ZY13 ZN21 ZY23 ZN31 ZY33

System Clock Fanout

Fach of the four printed circuit boards in the memory module has a TO option which fans
out the system clock to the other macrocell array options on the board. The memory
storage chips do not require a clock signal.
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Central Memory

Table 2-23. Control Term Faﬁ—OutS

CRAY Y-MP Theory of Operation

Option and Output Term

Control

~Term '
CPUO | CPU1 CPU2 | CPUS | CPU4 | CPUS5 |.CPUB | CPU7
Chip Select* {ZA0 R14 | ZAO Ri15 [ZA11R14 [ZA11R15 | ZA20 R14 | ZA20 R15 | ZA31 RS |ZA31 R2
Go Write ZA1 | ZA1 ZA10 ZA10 ZA21 ZA21 ZA30 ZA30
- Copy 0 R24 R28 R24 R28 R24 R28 R24 R28

Copy 1 R25 R29 R25 R29 R25 R29 R25 R29
Copy 2 R26 R30 R26 R30 - R26 R30 R26 R30
Copy3 R27 R31 R27 R31 R27 R31 R27 R31

GOSS 0 ZU0 R30|ZU0 R31|ZU0C R32 |ZU0 R33 {ZMO R30{ZM0 R31 [ZM0O R32|ZM0 R33

GOSS 1 ZU1 R30|ZUt1 R31|2ZU1 R32|ZUt R33|1ZM1 R30|ZM1 R31 }|ZM1 R32|ZM1 R33

GOSS 2 ZM10R33 | ZM10R32 | ZM10R31 | ZM10R30 | ZU10 R33 | ZU10 R32 | ZU10 R31 { ZU10 R30

GOSS 3 |ZM11R33 [ZM11R32 [ZM11R31 [ZM11R30 |ZU11 R331ZU11 R32|ZU11 R31|ZU11 R30

GOSS 4 ZU20R30-] ZU20R31 | ZU20R32 | ZU20R33 | ZM20R30 { ZM20rR1 | ZM20R32 | ZM20R33

G0SS 5 ZU21R30 [ Z2U21R31 | ZU21R32 | ZU21 R33 { ZM21R30 | ZM21R31 [ ZM21R32 | ZM21R33

GOSS 6 ZM30R33 | ZM30R32 | ZM30R31 | ZM30R30 | ZU30 R33 | ZU30 rR2 | ZU30 R31 | ZU30 R30

GOSS 7 1ZM31R33 | ZM31R32 {ZM31R31 | ZM31R30 }ZU31 R33 | ZU31 R32 | ZU31 R31 | ZU31 R30

* The upright side of each Chip Select term goes to the even memory subsections.
The inverted side of éach Chip Select term goes to the odd memory subsections. -
Table 2-24. Chip Select Steering and Control Options
Chip Selects
3S 0 SS 1 SS2 SS 3 SS 4 5SS 5 SS6 SS7

Option ZV0 ZV1 ZV10 ZV1i1 V20 ZV21 ZV30 ZV31

Copy of ‘

CPU N pport | AP apor | AROTU L apar | ABOTU L apoy | APOT
Abort (copy) (copy) (copy) ' (copy)
Used

CRAY PROPRIETARY 10/23/87

DODEI IAINADY INIEMNDMATIONN!




CRAY Y-MP Theory of Operation
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Table 2-25. Bank Control Options

Central Memory

Copy Used
Subssction and Option CPU N
anks CPUN - )
Go Write Bank Bits
20 and 21
SS0 Banks O0to 3 ZX0 Copy 0 Copy 0
SS 0 Banks4to7 ZX1 Copy 1 Copy 1
5SS 1 Banks 0to 3 X2 Copy 2 Copy 2
SS1 Banks 4to 7 ZX3 Copy 3 Copy 3
SS 2 Banks0to3 ZX10 Copy 0 Copy 0
SS 2 Banks4to7 ZX11 Copy 1 Copy 1
SS3 Banks 003 | 2ZX12 Copy 2 Copy 2
SS 3 Banks4to7 ZX13 Copy 3 Copy 3
S5 4 Banks0to 3 ZX20 Copy 0 Copy 0
SS 4 Banks 4to7 ZX21 Copy 1 Copy 1
5SS 5 Banks O0to 3 ZX22 Copy 2 Copy 2
SS 5 Banks 4107 ZX23 Copy 3 Copy 3
58S 6 Banks0to 3 ZX30 Copy O Copy 0
SS 6 Banks4to7 ZX31 Copy 1 Copy 1
5SS 7 Banks0to3 ZX32 Copy 2 Copy 2
SS7 Banks4to7 ZX33 Copy 3 Copy 3

CRAY PROPRIETARY
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Table 2-26. Read Banks Select Source Options

CRAY Y-MP Theory of Operation

Option
Subsection ‘
CPUsO0and 4 {CPUs 1 and 5 |CPUs 2 and 6 | CPUs 3 and 7
SS 0 Zvo* ZY 1 ZNO ZN1
SS 1 ZY3* ZY2 ZN3 ZN2
SS2 ZN11 ZN10 ZY11 ZY10*
S8 3 ZN12 ZN13 Y12 2Y13*
SS 4 ZY20* ZY21 ZN20 ZN21
SS5 Y23 Y22 ZN23 ZN22
3S 6 ZN31 ZN30 ZY31 - ZY30*
S8 7 ZN32 ZN33 ZY32 ZYSB*

“The Read Bank Selects for CPU 0 or CPU 7 from this option are not used.
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Table 2-27. Master Clear and Static Term Fan-Outs

Central Memory

Option and Output Term(s)
Fan-Out 3CP Bank Busy
Master .
Clear Write -
Enable 20 51
First-Stage Z3830 R101t0 SS 1 {2831 R10to SS 112510 R10t0 SS 1 | ZS11 R10to SS 1

R11t0 SS 3 R11to SS 3 R11to SS 3 R11t0 SS 3
R12t0 SS 5 R12to SS 5 R12to SS 5 R12t0 SS 5
R13t0 8S 7 Ri13to SS 7 R13t0 SS 7 R13t0 SS 7
Ri14 to SS 6 R14 t0 3S 6 R14to SS 6 R14t0o SS 6
R15t0 85 4 R15to SS 4 R15to SS 4 Ri151t0 SS 4
R1681t0 SS 2 R16to SS 2 R16t0 SS 2 R16.t0 SS 2
R17to SS O R17t0o SS 0 R17t0 SS 0 R17t0 SS 0

SS 0 ZV0O R30 ZV0 R31 ZV0 R32 ZV0O R33

SS 1 ZV1 R30 ZV1 R31 ZN1 R332 ZV1 R33

3S 2 ZV10 R30 ZV1i0 R31 ZV10 R32 ZV10 R33

SS 3 ZV11 R30 ZV11 R31 ZV11 R32 ZV11 R33

SS 4 ZV20 R30 Z\V20 R31 Z\V20 R32 ZV20 R33

SS 5 ZV21 R30 ZV21 R31 ZV21 R32 ZV21 R33

SS 6 ZV30 R30 ZV30 R31 ZV30 R32 ZV30 R33

5SS 7 ZV31 R30 ZV31 R31 ZV31 R32 ZV31 R33
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CPU DATA REGISTERS

The CPU data registers hold temporary results and data for CPU operations. These
registers speed up the computational process of the CRAY Y-MP computer system, and
are associated with three types of processing: address, scalar, and vector. Address (A),
Scalar (S), and Vector (V) registers are the three primary sets of CPU registers. Primary
registers can be directly accessed by functional units and memory. Intermediate
Address (B) and Intermediate Scalar (T) registers are the intermediate sets of CPU
registers. Intermediate registers are not accessible to the functional units, but act as a
buffer between the primary registers and memory. This section deals with the following
CPU registers:

Address (A) registers

Intermediate Address (B) registers
Scalar (S) registers

Intermediate Scalar (T) registers
Vector registers

Vector Length (VL) register

Vector Mask (VM) register

ADDRESS AND INTERMEDIATE ADDRESS REGISTERS

Address registers process address information. There are two types of address registers:
Address (A) registers and Intermediate Address (B) registers. The A registers are the
primary address registers and B registers are the intermediate address registers used to
buffer data between A registers and memory. This section explains the function and
operation of the address registers and includes the following subsections:

® A Registers

e A register options

o Aregister operation
® B Registers

o Bregister options

o B register operation

A Registers

There are eight A registers designated AQg through A7g. In X-mode, the A registers are
24-bits long (20 through 223). In Y-mode, they are 32-bits long (20 through 231). The A
registers are used for memory referencing, and are also used as index registers for block
transfers and loop control. They provide stride values for vector reads and writes as well
as values for shift counts, I/O channel operations, the Vector Length (VL) register and
the Exchange Address (XA) register. The A registers are used as the source of operands
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for the address functional units (refer to “Address Functional Units” in this manual) and
are the destination for the results. They are also the destination for the results of the
POP/Leading Zero (POP/LZ) functional units.

Data can move directly between A registers and memory, B registers, Shared Address
(SB) registers, the VL register, or S registers. All data transfers occur within the CPU
except memory transfers and SB transfers. A0 is the only A register that can be
referenced when it is not specified in one of the instruction fields on block transfer
instructions (034 through 037, 176, and 177).

A Register Options

Each CPU module has four AR options (ARO through AR3). Each option contains 8 bits
of the A registers AOg through A7g. ARO contains bits 20 through 27 AR1, bits 28
through 215; AR2, bits 216 through 223;and AR3, bits 224 through 232. All AR options are
internally the same; however, their function may differ depending on their location.
ARO is located on board A, ARl on board B, AR2 on board B, and AR3 on board A. The
function of the AR option is explained in the following subsection “A Register
Operation”.

Most of the Address Add funetional unit is also contained in the AR options. Refer to
“Address Add Functional Units” in this manual for more information on the Address
Add functional unit.

A Register Operation

Write

4-2

The A registers can be written to or read from. The A registers can also be bypassed.
Bypass occurs when a read operation is followed by a write operation. The following
subsections describe the write, read, and bypass operation for A registers. These
subsections support Figure 4-1, A Register Block Diagram.

Data enters the A registers through an eight-to-one write data multiplexer. The
multiplexer selects one of eight signal groups to be passed on to the A registers. The
incoming data and control signals (I terms) are explained in the following paragraphs.

Terms I0 through I7 come from Port A of memory. Any 10X instruction reads data from
memory and writes it into an A register. The 10X instructions and descriptions are
listed below:

Instruction CAL Unit Description

X 10hijkm Ai exp,Ah Memory Read from ((Ah) + jkm) to Ai (h=0)
Y 102i00mn Ai exp,Ah Memory Read from ((Ah)+ nm) to Ai (h#0)
X 100ijkm Ai exp,0 Memory Read from (jkm) to Ai

Y 100i00mn Ai exp,0 Memory Read from (nm) to Ai

X10hi000 Ai Ah Memory Read from (Ah) to Ai (h=0)

Y10hi00 00 Ai ,Ah Memory . Readfrom (Ah)to Ai(h=0)

CRAY PROPRIETARY PRELIMINARY COPY (4/88)
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(JA) 149 k Select
P 147 jki Select
Issue 141-43 jk/i Designator
Control
/ AR3 (224-232) ABC Boolean Rev. 0
/ AR2(216-223)  BBC Boolean Rev. 0
L AR1 (28-215) BCC Boolean Rev. 0
- AROD (20-27) ACC Boolean Rev. 0
I51-54 i0, i1, Enter A (Y-)
Bypass Memory
I55-57 AFU Source Bits ¥ : ] A=Ak Port C
¥ . T7 ' - (HS)
Decoder 1 .
(YQ) lSelectl 4 Y Y Yy - B Register
Memory ~ [setect| »>| o | Setect A0 RO-R7 (A°)
Port A - 10-7 \ " 2-t0-1 Read Laich ’ ” Vector
(A-F) 0 —>»] 8-to-1 1] Mox | Special > Ajki Operand 1 L
Address 18-15 AO Mux > Cases ength
(YB, YC) Multiply 1 : A1 = (Hg ch
S Register > i To Address xchange
Sj, SB, 1O 116-23 : A2 | 161 Position Adder Address
2 Constant
(DO) . 2> 8-to-1 > A3 (AA, AB, AC)
110 132-39 (AROD) Mux > Multiol
, Forced 0 (AR1-3) | 3.7 A4 >] Bypass By
H . Ai = Ajkh :
NO-7 i ©h
- . A5 I
From Address Adder | 4 v > 110
AB Y
(HS) 124-31 l S | 20 (VG)
B Register 5 A7 elect ISelecll Shift
>1 0 Read Latch - R8-R15 2™ Count
MO-7  (AR1-3) > 8tod — 2to-1 1 Special > Ajkhi 0 Operand
— 15 Mux >1 1| Mux c (J8)
Pop/Lz ases y
- Shared
y A A To Address ' Register
L . Adder
—[__ To ARO 132-39 ‘ (VF)
) vi p— ! o> Ak to
Bits 0-7 : 161 Position Si
/ Bits 8-15 To AR1 132-39 Constant ‘ (YA, YF)
- . L Block
HC, HD Bits 16-21
jk, nm / / Bits 16-23 To AR2 Mo-7 Transfer
Bits 0-31 Bits 22-23 oy /—>
Bits 24-31 JO.AR3 132-39 To Address
/ Adder
158 h0
144-46 jkh/i Designator
148 jkhii Select
150 k Select
159-60 Hold Ah R16-17
(159 = 160) > AD=0
AD Sign Bit

Figure 4-1. A Register Block Diagram
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Terms I8 through I15 come from the Address Multiply functional unit. The 032ijk
instruction initiates the multiply function and writes the result to an A register. The
032ijk instruction and its description follow.

Instruction CAL Unit Description
032ijk AiAj*Ak Alnt Mult Transmit integer product of (Aj) and
(Ak) to Ai.

Terms 116 through 123 come from the JS option. The JS option selects one of three data
groups: Sregister data, SB register data, or I/O channel data. The data group selected is
instruction dependent. The instructions are listed below.

Instruction CAL Unit Description

023450 Ai Sy N/A Transmit (Sj) to Ai

026457 AiSBj N/A Transmit (SBj) to Ai

033i00 AiCl N/A Transmit channel number to Ai
(G=0)

033i50 AiCAAj N/A Transmit address of channel (Aj) to
Ai(G=0)

033ij1 AiCE,Aj N/A Transmit Error flag of channel (A))
to Ai (j=0)

Terms 124 through 131 come from the B registers. An 024 instruction generates a data
transmit from a B register to an A register. The 024 instruction is listed below.

Instruection CAL Unit Description
024ijk Ai Bjk N/A Transmit (Bjk) to Ai

Terms 132 through 139 come from the YI and the YJ options. The YI and YJ options are
used in memory operations. Refer to Section 2 “Memory” in this manual for more
information on memory operations in the YI and YJ options. The operation of the YI and
YJ options for the A registers is described in the following paragraphs.

The YT option selects data from the POP/LZ functional unit, the VL register, or bits 20
through 27 of the mn field, and sends it to the write data multiplexer. Because each AR
option contains 8 bits, and the POP/LZ functional unit and the VL register send 7 bits of
information, only ARO is used for data coming from the POP/LZ functional unit, the VL
register, and the lower 8 bits of the nm field.

The YJ option operates three ways depending on the mode and instructions generated.
When the computer system is running in Y-mode, the YJ option sends the 32-bit
constant to options ARO through AR3. When the system is running in X-mode, either a
22-bit or 24-bit constant is sent to the AR options. When an 020 through 022 instruction
is generated, the YJ option forces bits 222 and 223 to 0 and passes the 22-bit constant to
options ARO through AR2. When the 01hijkm instruction is generated, the YJ option
passes the full 24-bit constant to options ARO through AR2. The 020 through 021,
01hijkm, POP/LZ, and VL instructions and descriptions follow.
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Instruction CAL Unit Description
X 0lhijkm Ahexp N/A Transmit ijkm to Ah
X 020ijkm Ai exp N/A Transmit jkm to Ai
Y 020i00mn Ai exp N/A Transmit nm to Ai
X 021ijkm Ai exp N/A Transmit one’s complement of jkm
to Ai
Y 021i00mn  Ai exp N/A Transmit one’s complement of nm to
Ai
022ijk Aiexp N/A Transmit jk to Ai
023i01 AiVL N/A Transmit (VL) to Ai
02650 AiPS; S Pop Transmit population count of (Sj) to
Ai
027350 AiZSj S/LZ Transmit leading zero count of (5j)
to Ai

Term 140 is only used by the Address Add functional unit and is not shown in Figure 4-1.
For more information on the Address Add functional unit, refer to the subsection
“Address Add Functional Unit” in Section 5 of this manual.

Terms I55 through 157 are the Address Functional Unit (AFU) source bits. The AFU
source bits are instruction dependent and determine which input group is routed to the
A registers. Table 4-1 lists the AFU source bits, the description, and the instruction that
generates them.

Table 4-1. AFU Source Code

AFU bits

22 21 20

(157, 156, 155) Description Instruction
000 Memory Port A 10h
001 Address Multiply 032
010 Sj, SBj, 110 023ij0, 026ij7, 033
100 Address Add 030, 031
101 Bjk 024
110 nm 020, 021
X11% jk, VL, POP/LZ 020-022,023i01, 026i1,

027i0

t X = Don’t Care

Terms 151 through 154 control Write Enable and Bypass. Refer to “Bypass” in this
section for more information on bypass. 153 and 154 are the Write Enable bits. I53 is
equal to i2’ (the inverted term of 22 in the i field) ANDed with the Enter A signal. 154 is
equal to i2 (bit 22 in the i field) ANDed with the Enter A signal. The i field determines
the destination register. If 153 is a 1, then data is written to A registers 0 through 3 (A0
through A3). If I54 is a 1, then data is written to A registers 4 through 7 (A4 through
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AT). 151 and I52 select which A register within the A register groups (A0 through A3, or
A4 through A7) the data is written to. I51 is bit 20 of the i field (i0) and 152 is bit 21 of the
ifield (i1).

Term I58 is bit 20 of the h field (h0). If I58 equals 1 (data generated by an 021 or 031
instruction), the data is inverted before entering the write data multiplexer in options
AR1 through AR3. If I58 equals 0 (data generated by an 020, 022, or 030 instruciton),
the data goes directly to the write data multiplexer in options AR1 through AR3 at path
6.

Term I58 also determines whether the Address Add functional unit performs an add or
subtract operation. For more information on an add or subtract operation refer to
“Address Add Functional Unit” in Section 5 of this manual.

;. Ated Njk nd Ajkﬁ s1m11ar manner however, the Ajkh
readout pat s o ) controll 160 (Hold Ah). The
following paragraph'gi nover ie &7&1 outoger t10n readout path.
Data leaves an A register and ente

ne ea fld;lexér e,
multiplexer selects the A register that data i 1s rea el cted chtérs a! dwo- f\)
to-one multiplexer. This multiplexer selects either the afa the re@d &a’ﬁa 3

aths al thaﬁ 0 ?eglster to be read from at the same time. The

multiplexer or the data coming from the bypass path, and sends 1 to @gntrol
logic. The special case control logic determines if the j, %, or h field of the 1nst n is 0.

This is controlled by term 147 (term 148 for the Ajkh readout path). If147isa 1, and data
is read from AQ, then the special case logic is used. If 147 is a 0, or if data is not read from
A0, then data is passed through the control logic to the read data latch. Data leaves the
Ajk read-data latch as terms RO through R7. The control and output terms for a read
operation are explained in the following paragraphs.

Terms 141 through I46 are the control terms that select which A register data is read
from. I41 through 143 select the A register that data is read from (AO through A7), and
144 through 146 designate the jkh/i readout path.

Terms 147 and [48 are the control terms that determine whether A0 data has been
selected for either the jk/i or jkh/i readout path. 147 checks the jk/i readout path and 148
checks the jkh/i readout path.

Terms 149 and 150 have different functions depending on the AR optlon Table 4-2 shows
the function of terms 149 and I50.
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Table 4-2. 149 and 150 Control Terms

CPU Data Registers

AR Option 149 150
ARO k Select k Select
AR1 Xt Forced O
AR2 Forced 1 X-mode
AR3 Y-mode Forced 1

PRELIMINARY COPY (4/88)

T X = Don’t Care

Terms 149 and I50 select either X-mode (24-bit) or Y-mode (32-bit). 149 selects Y-mode
and I50 selects X-mode and occurs on AR2 or AR3. Terms 149 and 150 are also used for &
select. k select is used in special cases to set Ak equal to 1 when AQ is in the & field. %
select affects only the lowest bit (20) and therefore, occurs only in option ARO. Table 4-3
shows the special cases for the j, k, and h fields.

Table 4-3. Special Case Values

Register Value
Ai=0 0
A,j=0 0
Ak, k=20 1

Terms 159 and 160 hold Ak data in the Ajkhi readout latch. 159 is always equal to 160’
These terms are used to hold the base address for block transfers between memory and
B, T, or V registers.

Term 161 is the position constant term. This term is a forced 0 on option ARO and a
forced 1 on options AR1 through AR3.

Terms RO through R7 are the terms for the Ajk data. Table 4-4 shows the destination for
A register data, and includes the instructions that generate an A register read
operation.

Terms R8 through R15 are the terms for the Ajkh data. Table 4-4 shows the destination
for A register data and includes the instructions that generate an A register read
operation.
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Bypass

4-8

Table 4-4. A Register Read Destination and Instructions

Destination Instructions
Memory 10h,11h, 12h, 13h
B register 025ijk
Vector Length register 00200k
Exchange Address register 0013/0
S Register 071i0k, 071i1k, 071i2k
Shared register 0277
Add 030ijk, 031ijk
Multiply 032ijk
l{e] 0010-0012, 0330, 0331
Block Transfer 034-037, 176-177

Term R16 determines if all the bits in A0 are equal to 0 on options ARO through AR3. If
the CPU is running in X-mode, then R16 is forced to a 1 on AR3. R16 is used for branch
instructions 010 through 013. These instructions are listed below.

Instruetion CAL Unit Description
010ijkm JAZ exp N/A Jump to ijkm if (A0) = 0
011ijkm JAN exp N/A Jump to ijkm if (AO) = 0
012¢km JAP exp N/A Jump to ijkm if (A0) = 0
013ijkm JAM exp N/A Jump to ijkm if (AQ) < 0

Term R17 is the sign bit. The sign bit is the most significant bit; therefore, bit 223 on
option AR2 is the sign bit in X-mode and bit 231 on option AR3 is the sign bit inY-mode.

Bypass allows data to go into an A register and the readout register simultaneously.
Bypass occurs when the destination register of one instruction is equal to an operand
register of a following instruction (Ai = Aj or Ai = Ak). Figure 4-3 shows the timing of
two instructions that cause data to bypass the A registers. Bypass occurs because
instruction 030415 is trying to read data from A1 before the data in Al is valid. Bypass
saves 1 clock period (CP) by allowing data to go directly into the readout register without
entering the A registers. Bypass is controlled by terms I51 through I154.
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ciP CP1 CP2 CP3 CP4 CP5 CcP6 CP7
Reserve R.O. FU FU FU FU Result
032123 Al Release Al
Reserve Addr. Al R.O.
A1,A2,A3 A2, A3 Bypass Reg.
Al Ok
cip ciP cP cP2 CP3 CcP4
Hold Hoid Hol Hol G R.O. F Result
030415 o o otd old <] O U esu
Reserve Due to Bypass A5 Ad
A4,A1,A5 At Al
Reserve
Ad
Addr.
A5

Figure 4-2. Timing Diagram of a Bypass Example

B Registers

The sixty-four 32-bit B registers are designated B0g through B77g. B registers are used
to buffer data between memory and A registers and operate in 32-bit mode. If X-mode is
used, the upper 8 bits of the 32-bit operand are zero allowing B registers to operate in 24-
bit mode. B registers can speed up block transfers to and from memory when more than
1 word is transferred. B0 is the only B register that can be referenced when it is not
specified in one of the instruction fields, for example:

Instruction CAL Unit Description
007ijkm Rexp N/A Return jump to ijkm; set B0OO to (P)
+ 2.

B Register Options

There are 14 HS options (HSQ through HS13) used for B registers, T registers, and
instruction buffers. HSO through HS11 are used for the instruction buffers and T
registers. Refer to “T Registers” in this section for more information on T registers, and
“Instruction Buffers” in Section 3 of this manual for more information on instruction
buffers. The HS option is also used for the performance monitor. Refer to “Performance
Monitor” in Section 10 of this manual for more information on the performance monitor.
Some of the circuitry in the HS option is used for instruction buffers, T registers and the
performance monitor and is not used in the B registers.

Options HS12 and HS13 are used for the B registers. HS12 handles bits 0 through 7 and
bits 24 through 31. HS13 handles bits 8 through 15 and bits 16 through 23. Figure 4-3
shows the HS options used for the B registers. The following subsections explain the
operation of the B registers in the HS options.
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Figure 4-2. B Register Block Diagram
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B Register Operation

Write

The B registers can be written to or read from. There are two sets of 8-bit registers on
the HS option. These registers work together to form the B registers. The following
subsections explain the operation of the B registers for a write and read operation.
These subsections support Figure 4-3, B Register Block Diagram.

Data enters the B registers through a four-to-one write data multiplexer. The
multiplexer selects the data to be passed on to the registers. Data enters the register at
the location specified by the address terms also entering the register. The data and
control terms for a write operation are explained in the following paragraphs.

Terms I0 through 147 are the data terms written to the B registers. Data can be
transmitted to B registers from A registers (025 instruction), memory (035 instruction),
or Program Address (P) register (007 instruction). The following instructions initiate a
data transfer to the B registers.

Instruction CAL Unit Description
0073k R exp N/A Return jump to exp; set B0 to (P) + 2
025ijk Bjk Ai N/A Transmit (Ai) to Bjk
035ijk A0 Bjk,AiL Memory Write (Ai) words at B register jk
into memory address ((A0) +
(DBA))

Terms 148 through I51 are the control terms that select the data to enter the B registers.
148 and 149 are the select terms for 10 through 17, 116 through 123, and 132 through 139.
150 and 151 are the select terms for 18 through 115, 124 through 131, and 140 through 147.
Table 4-4 shows the select bits for terms 148 through 150 and gives a description of their
function.

Table 4-4. Select Bits for B Register Data

Select Bits
o b Descripti Instructi
(149, 148) escription nstruction
(151, 150)
oxt Memory 034-035
10 A Registers 025ijk
" P Register 007ijk

t X=Don’t Care

Terms 152 through 156 and 158 through 162 are the control terms that select the address
location of the register that data is written to. 152 through I56 select the address for data
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Read

4-12

terms CO through C7, and I58 through 162 select the address for data terms C8 through
C15.

Terms 157 and I63 determine which write enable (M20, M21, M22, or M23) is selected or
which register (upper or lower) data is written to.

Term I70 is the write data term for bit groups 0 through 7 and 8 through 15. IfI70 is
active, both bit groups are enabled.

Data leaves the B registers and enters a two-to-one read data multiplexer. The selected
data, controlled by address bit 5, is latched and leaves the HS option as terms RO
through R15. The following paragraphs explain the R terms and the control term that
generates a read operation.

Terms RO through R15 on option HS13 are the read data bit terms for bits 0 through 15.
RO through R7 on option HS12 handle read data bits 0 through 7, and R8 through R15 on
option HS12 handle read data bits 8 through 15. The following instructions initiate a
read operation from a B register.

Instruection CAL Unit Description
00505% J Bjk N/A Jump to (Bjk)
024ijk Bjk Ai N/A Transmit (Bjk) to Ai
034ijk Bjk,Ai A0 Memory Read (Ai) words to B registers

starting at Bjk from (AQ)

Term 164’ controls a read operation from a B register. 164’ latches the data before
leaving the HS option as terms R0 through R15.

CRAY PROPRIETARY PRELIMINARY COPY (4/88)
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5-FUNCTIONAL UNITS

An introductory paragraph will be included here when all the functional unit
subsections are completed. Iincluded this section to give you an idea of the organization
of this section. The organization is taken from the original outline.

ADDRESS FUNCTIONAL UNITS

The address functional units perform integer arithmetic on operands obtained from the
Address (A) registers and deliver the result back to an A register. There are two address
functional units: Address Add and Address Multiply. The following subsections
describe the Address Add and the Address Multiply functional units. A description of
the options used and the functional unit operation is included.

Address Add Functional Unit

The Address Add functional unit performs integer addition and subtraction on 32-bit
operands. When running in X-mode, the upper 8-bits of the 32-bit operand are 0
allowing integer addition and subtraction on 24-bit operands. The 030 and 031
instructions initiate either an add or a subtract operation on integers obtained from the
A registers and send the results back into an A register. The instructions and their
descriptions are listed below:

Instruction CAL Unit ' Description
030k Ai Aj+Ak Alnt Add Transmit integer sum of (Aj) and
(Ak) to Ai
031ijk Ai Aj-Ak  Alnt Add Transmit integer difference of (Aj)
less (Ak) to Ai

Add and subtract operations are performed in a similar manner; that is, both operations
perform addition on the operands. For an add operation, the k operand is added to the j
operand. For a subtract operation, the one’s complement of the % operand is added to the
j operand and then a 1 is added in the lowest bit position (20). An example of a
subtraction operation is illustrated below:

For an 031ijk instruction, if Aj = 110119, and Ak =100009, then Ai = 010115,.

11011 Aj

+ 01111 One’s complement of Ak (Ak")
01010 Partial result :

+ 1 Increment by 1 {(forced Carry into bit position 29)
01011 Final result (A7)
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For either an add or subtract operation, it takes 2 clock periods (CPs) from the time the j
and k operands leave the A registers until the result enters the Ai register. The
following subsections explain the options used by the Address Add functional unit and
give a detailed explanation of their operation.

Address Add Functional Unit Options

5-2

The AR options and the YJ option make up the Address Add functional unit. To
understand the function of the options and their operation, you must understand the
definitions of a Carry, Sum, and Enable. Figure 5-1 shows a Carry, a Sum, and an
Enable. The definitions are listed below.

Carry Both the j and k operand bits in the same bit position equal 1. This
forces a Carry to the next bit position.

Enable  Both the j and % operand bits in the same bit position equal 0. A
"~ Carry entering an Enable position is stopped.

Sum Either the j operand or the & operand in the same bit position equals 1
and the other bit equals 0. A Carry entering a Sum position
propagates to the next bit position.

j Operand 1 0 0 1
or
k Operand 1 0 1 0
Carry Enable Sum

Figufe 5-1. Carry, Sum, and Enable

Figure 5-2 shows an example of Carries, Sums, and Enables generated by adding the j
and k operands. The arrows point to the bit positions (20, 21, and so on) that contain
either Carries, Sums, or Enables.

Note: For a subtract operation, the Carries, Sums, and Enables are generated using
the complemented & operand (k").

The following subsections describe the AR and YJ options used to generate Carries,
Sums, and Enables for integer arithmetic performed by the Address Add functional unit.
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AR Option

YJ Option

Enable  Sum Carry

27 26 25 24 23 22 21 20

1 1 1 1 1 i Carries
o o 1 1 1 o0 1 1 i Operand
+ 1 o0 o 1 1 1t o 1 x Operand
1 1 0 1 1 0 o0 O Result

Figure 5-2. Carries, Sums, and Enables for Two 8-bit Operands

The four AR options are designated ARO through AR3. Each AR option handles 8 bits of
the j and k operands. ARO handles bits 20 through 27 and is located on CPU board A.
ARI1 handles bits 28 through 215 and is located on CPU board B. AR2 handles bits 216
through 223 and is located on CPU board B. AR3 handles bits 224 through 23! and is
located on CPU board A. The 8 bits handled on each AR option are referred to as
sections. Each section is divided into two groups referred to as 4-bit groups.

Each AR option generates results for its 8-bit section by first determining Partial Sums,
Section Carries, and Section Enables and second forming the final sum. The Section
Carries and Section Enables leave the AR option and go to the YJ option to process the
Final Section Carries. The Final Section Carries and the Partial Sum form the Final
Sum on the AR option. The Partial Sum and the Final Sum do not leave the AR option.

The Final Sum is stored in the A register designated by the i field of the instruction. For

more information on A registers, refer to “A Registers” in Section 4 of this manual.

The one YdJ option is designated YJO0 and is located on CPU Board B. YJO0 combines all
the Section Carries and Section Enables from options ARO through AR2 to generate the
Final Section Carries. The Final Section Carries determine the bit position a Carry is
generated to. The Final Section Carries are sent back to the AR options and combined
with the Partial Sum to form the final result. For a subtraction operation, the YJ option
sends a Final Section Carry to ARO. This causes a 1 to be added into bit position 20 to
complete the operation.

Address Add Functional Unit Operation

Figure 5-3 is a block diagram of the Address Add functional unit. Refer to this diagram
while reading the following paragraphs.

In each AR option, data leaves the Ajki and Ajkhi readout paths as the j and & operands.
The operands enter the functional unit logic that performs a partial add to determine the

CRAY PROPRIETARY 5-3
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Section Carries and Section Enables for the 8-bits handled on each AR option. The
Section Carries and Section Enables are sent to the YJ option.

The YdJ option interconnects all of the Section Carries and Section Enables from three
AR options (ARO through AR2) to obtain the Final Section Carries. The Section Carries
and Section Enables from AR3 are not used. The Final Section Carries indicate whether
there is a Carry into a particular 8-bit section. The YdJ option sends the Final Section

" Carries back to the AR options.

At the same time the YJ option is processing the Final Section Carries, the AR options
are computing a Partial Sum. The Partial Sum and the Final Section Carries form the
final result on the AR option. The final result is stored in the A register designated by
the i field of the instruction.

Figure 5-4 shows an example of the j and & operand bits flowing through the Address
Add functional unit. The % operand is equal to 101011015 and the j operand is equal to
101011109. The operands form a final result equal to 101011011y, The following
paragraphs explain the sequence performed by the Address Add functional unit to
obtain the final result. Some of the operations in the sequence occur at the same time.
The figure refers to Boolean terms on the AR and YJ options. These terms are noted in
the text in parenthesis, for example (G10 through 17).

During CP 1, the AR option checks the j and % operands bit-by-bit to determine the
following status of the bits:

¢ Ifboth thejand & operands equal 0 (Bit Enable) (FO0 through F'7)
® Ifboth the j and k operands equal 1 (Bit Carry) (F10 through F17)
® [fthe jand k operands are different (Bit Sum) (GO through G7)

Next, the AR options check the j and k operands to determine if there is a Carry
propagating into the bit position indicated (G10 through G17). For example, if both the j
and & operands in bit position 23 equal 1, then there is a Carry into bit position 24. These
Carries are computed for separate 4-bit groups.

After Carries are determined for the 4-bit groups, the AR option checks for Group
Enables (G18 through G19). A Group Enable sets if there are no Bit Enables within the
4-bit group; that is, if one Bit Enable within the group equals 1, then the Group Enable

- equals 0. If there are no Bit Enables, a Carry entering the 4-bit group is propagated out.

The AR option then checks for Internal Group Enables (G20 through G22). An Internal
Group Enable sets if there are no Bit Enables at or below the bit position in the upper 4-
bit group (bit positions 24 through 27, 212 through 215, and so on) of an 8-bit section. The
Group Enables determine the exact bit position an entering Carry propagates for each
8-bit section.

A Section Enable is an Enable within an 8-bit section (R18). A Section Enable sets if
both Group Enables equal 1. If there are no Bit Enables within the 8-bit section a Carry
entering the section is propagated out. For example, both terms G18 and G19 must be
set for a Section Enable on option ARO. Section Enables leave the AR options as term
R18 and enter the YJ option as term I54, I56, or I158. The Section Enable on option AR3
is not used.
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(AR3) (AR2) (AR1) (ARO)

4 e Y4 N/ I

TS 31 30 29 28|27 2 25 24 |23 22 21 20|18 18 17 16|15 14 13 12 |11 6 9 8 |7 & 5 4 |3 2 1 0 Bit Position
CP1 7 6 5 4 3 2 1 o7 6 5 4 |3 2 1 o |7 6 5 4 |3 2 10 |7 6 5 4 s 2t 1 8 K Operand (R0-7)

7' &' 5' 4' 3 2 1 o' 7 6' 5' 4 3 2' 1 o' 7' 6' 5' 4 3 2 1 0 f' 6' 5' 4 3 2' 1 0 K Operand (R0-7') (031ijk Instruction)

15 14 %13 12|11 10 9 8 15 14 18 12 |11 10 9 8 |15 14 13 12 |11 10 9 8 |45 14 43 12 [+t © 9 8 J Operand (R8-15)
CP1 F7 F6 F5 F4 |F3 F2 F1 FO|F7 F6 F5 F4 |[F3 F2 F1 FO |F7 F6 F5 F4 |F3 F2 F1 F0O |F7 ¥ F5 F4 |F3 F2 F1 FO 1. Bit Enable

F17 F16 F15 F14| F13 F12 F11 F10| F17 F16 F15 F14| F13 F12 F11 F10| Fi7 F16 F15 Fi14 [F13 F12 F11 FI10 |F%# F16 F+5 F14 |[F#8 F+2 F11 F10 2. Bit Carry
CP1 G7 G6 G5 G4 |G3 G2 GI GO|G7 G6 G5 G4 [G3 G2 GI GO |[G7 GG G5 G4 |[G3 G2 GI GO |G7 G6 G5 G4 |63 G2 &+ 69 3. Bit Sum

G17 G16 G15 G14| G13 G12 G11 G10| G17 G16 G15 G14| G13 G12 G11 G10| G17 G16 Gi15 G4 [GI13 Gi12 G11 G10|6+* G16 €15 Gi4 |68 & G11 G0 4. Carry

G19 r G18 G19 G18 G19 G18 G19 &8 5. Group Enable

G22 G21 G20 G22 G21 G20 G22 G21 G20 G22 G21 G20 6. Internal Group Enable
P R18 % % % : 7. Section Enable
ho

CP1/CP2 % ) % N % ) R :2 8. Section Carry
CP2 @ & @ 140 9. Final Section Carry

CcpP2 H7 H6 H5 H4 H3 H2 H1 HO {H7 H6 H5 H4 H3 H2 H1 HO |H7 H6 H5  H4 H3 H2 H1 Ho |H7 He Hs H& HZ Hz H+ He 10. Partial Sum
CP2 J7 J6 J5  J4 U3 J2 U1 Jo | J7 U6 U5 Ja 43 J2 J1 Jo |J7 JB U5 U4 J3 J2 J1 Jo |J7 96 U5 9% I3 J2  d+ 96 11. Latched Partial Sum
cpP2 KO KO - KO KO Ko=J0 J1J2J3
cP2 L7 6 Ls L4 L3 L2 L1 L7 L6 L5 L4 L3 L2 L1 L7 L6 L5 14 13 L2 L1 L7 L6 L5 L4 L3 £2 &+ 12. Internal Group Enable
L17 L16 L15 114 (13 L12 L11 L10| L17 L16 L15 L14 L13 112 L11 L10|Li7 L16 L15 Li4 L13 Li2 L11 L0 |L17 £t6 L15 £+ 43 L12 £+ £19 13. Partial Sum (Same as H and J Terms)
N+

CcP2 N7 N6 N5 N4 N3 N2 N1t NO I N7 N6 N5 N4 N3 N2 NI NO N7 N6 N5 N4 N3 N2 Nt N8 N7 N6 N5 N4 N3 N2 NSJ 14. Final Sum

t  The strikeout indicates the term in that bit position is set.
Figure 5-4. CRAY Y-MP Address Add Flow Diagram
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A Section Carry is a Carry out of the 8-bit section (R19). A Section Carry leaves option
ARO, AR1, or AR2 as term R19 and enters the YJ option as terms I55, 157, or 159
respectively. Overflow is not detected; therefore, the Section Carry on option AR3 is not
used.

The YJ option combines the Section Enables and the Section Carries to form the Final
Section Carries (term I40 on options ARO through AR3). If the following conditions
occur, there is a Final Section Carry into an 8-bit section.

® TermI40on AROis setif A0 equals 1 (031 instruction).

® Term I40 on ARI is set if ARO’s Section Carry is set or if ARO’s Section Enable
is set and h0 equals 1.

¢ Term I40 on AR2 is set if AR1’s Section Carry is set, or if ARQ’s Section Carry
and AR1’s Section Enable are set, or if AR0’s and AR1’s Section Enable are set
and h0 equals 1.

® Term 140 on AR3 is set if AR2’s Section Carry is set, or if AR1’s Section Carry
and AR2’s Section Enable are set, or if AR1’s and AR2’s Section Enable and
ARO’s Section Carry are set, or if ARO, AR1, and AR2’s Section Enables are set
and h0 equals 1.

At the same time the YJ option processes the Final Section Carries, the AR options
compute a Partial Sum (HO through H7). The Partial Sum is computed by an Exclusive
OR with the Bit Sum and Bit Carry terms.

During CP 2, the Partial Sum is latched (JO through J7) making the J terms equal to the
H terms.

After the Partial Sum is latched, the Internal Group Enables are generated to determine
the exact bit position an entering Carry propagates to; that is, all Partial Sum bits up to
and including the bit position (within the 8-bit section) are toggled, so an entering carry
is propagated to that bit position. Figure 5-5 is an example of a Carry from term 140
entering an 8-bit section. The Carry propagates to the first bit position containing a 0
and forces a 1 in that bit position

When the Internal Group Enables determine the exact bit position Carries propagate to,
another Partial Sum (L10 through L17) is generated from the H terms and J terms.
terms L10 through L17 (Partial Sum) combined with 140 (the Final Section Carries)
form the final result. The final result is stored in the A register designated by the i field
of the instruction. For more information on A registers, refer to “A registers” in Section
4 of this manual.
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140

G

8-bit Operand with
Entering Carry

Final Result 9 0 0 1 0 0] 0

]
1L3

Figure 5-5. Internal Group Enable with Entering Carry
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9 - I/O SECTION

The Input/Output (I/0) section of the CRAY Y-MP mainframe is shared by all CPUs.
The I/0 section contains three channel types identified by their maximum transfer rates:
6-Mb 100 Mbyte/s, and 1000-Mbyte/s. For conciseness and consistency with
englgijr mentatlon (such as Boolean and wire tabs) this section uses following

notafions &)r th‘ }% [y?es
® Low i ( ek& a 6-Mbyte/s channel.
¢ Hig} :',’-" A ISP chafinel r@f 00 byte/s channel.
® Veryhig\spfe iﬁa r erst byte/s channel.
y he d

The LOSP and HISP channels a
(The VHISP channels are b1d1rect10na1) ges t

nsfgr data

The LOSP channels are normally used to transfer control information betwee
mainframe and a CRAY /O Subsystem (I0S). Each LOSP channel can be programmed
from any CPU in the mainframe. The HISP channels are used to transmit data between
the mainframe and an IOS and are programmed from the I0S. The VHISP channels
transfer data between the mainframe and a CRAY SSD Solid-State Storage Device.
Like the LOSP channels, the VHISP channels can be programmed from any CPU in the
mainframe.

way they appear from the mainframe. That nsf
external devices to the mainframe; ocutput channels trans

external devices.

The I/O section uses Port D in each CPU to transfer data between Central Memory and
the I/O channels. Table 9-1 shows each CPU and its associated I/O channels. Each of
the eight CPUs provides access to Central Memory for one LOSP channel pair (that is,
one input and one output channel) and one HISP channel pair. CPUs are paired to
provide Central Memory access for the bidirectional VHISP channels. CPUs 0and 1 are
used by channel 1. CPUs 2 and 3 are used by channel 5, and so on

This section contains six subsections. The first three subsections describe the operation
of the three channel types. The fourth subsection explains I/O channel access to
Central Memory. The fifth subsection explains I/O interrupts. The last subsection
describes the hardware that comprises the I/O section.

LOSP CHANNEL PAIRS

The LOSP channel pairs transmit data between Central Memory and an external device,
normally a Cray IOS. Each channel pair consists of an input and an output channel.
Each channel in the pair sends data in 16-bit parcels. An input channel assembles four
parcels to make a 64-bit word. An output channel disassembles a 64-bit word into four

4/11/88 PRELIMINARY INFORMATION 9-1
CRAY PROPRIETARY




I/0 Section

CRAY Y-MP/8 Theory Of Operation Manual

Table 8-1. CPU I/O Channel Assignments

LOSP Channel HISP Channel | VHISP Channel
CPUY {Input and (Input and

Input | Output Qutput) Output)

0 20g 21g 0 1

1 22g 23g 1 1

2 24g 25g 2 5

3 26g 278 3 5

4 308 31g 4 11g%

5 32g 33g 5 11gt

6 34g 358 6 158t

7 36g 378 7 15g%

1 Each CPU provided memory access for the specific I/O channels shown,

but each  CPU can program all the 6-Mbyte/s and

channels.

} Channels 11g and 15g dre reserved for future use.

1000-Mbyte/s

parcels. Each channel provides data error detection (but not correction) by sending four
parity bits with each parcel.

The following subsections describe the LOSP channel signals, CPU instructions, and
error conditions.

LOSP Channel Signals

9-2

Each LOSP channel (input or output) uses the following signals to communicate
between the mainframe and an external device:

® 16 data bits (numbered 0 to 15)
4 parity bits (numbered 0 to 3)

1 Ready signal
1 Resume signal

® | Disconnect signal
1 Device Master Clear signal (output channels only)
1 Deadstart signal (channel 20g only)

1 Deaddump signal (channel 21g only)

Figures 9-1 and 9-2 show the channel signals for the LOSP input and output channels.
The following paragraphs explain the signals in detail.

PRELIMINARY INFORMATION
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Data Bits 0 to 15

I/0 Section

>
<« Parity Bits 0 to 3
CRAY o Ready
External
Y-MP
Resume o Device
Mainframe
P Disconnect
P Deadstart (channel 20g only)
Figure 9-1. LOSP Input Channel Signals
Data Bits 0 to 15
Parity Bits 0 to 3
! >
CRAY ‘Ready o
. External
Y-MP
P Resume Device
Mainframe
Disconnect N

Device Master Clear

Deaddump (channel 208 only)

di

Figure 9-2. LOSP Output Channel Signals

Data is sent across the channel in 16-bit parcels. Input channels assemble four parcels
into one Central Memory word.. Qutput channels disassemble one Central Memory word
into four parcels. Parcel 0 (data bits 248 to 263) is sent across the channel first, followed

by Parcels 1, 2, and 3.
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Error detection (but not correction) is provided by transmitting four parity bits with
each parcel. Each parity bit is assigned to four bits in the parcel. Odd parity is used.
Table 9-2 shows the LOSP channel data and parity bits. The first column shows the
parcel numbers in the order they are sent across the channel. The second column shows
the data bits in each parcel. The third through sixth columns show the data bits
assigned to each parity bit.

Table 9-2. LOSP Channel Data and Parity Bits

) Parity Bits
Parcel Data Bits
0to 15
0 1 2 3
0 248 to 263 248 o 251 | 252 1o 255 | 256 to 259 | 260 to 263
1 232 tp 247 232 tg 235 | 236 0 239 | 240 to 243 | 247 to 247
2 216 to 223 216 o 219 | 220 g 223 | 224 tg 227 | 228 tp 231
3 20 {0 215 20 to 23 24 10 27 2810 211 | 2120 215

Control for each channel is provided by three signals: Ready, Resume, and Disconnect.
Each of these signals is 50110 ns wide.. On an input channel, the external device
transmits Ready and Disconnect signals to the mainframe and the mainframe transmits
Resume to the external device. The normal control sequence for an input channel is as
follows:

1. The external device places a parcel of data and four check bits on the channel.
It then activates Ready to inform the mainframe that data is waiting on the
channel. ' ‘

2. The mainframe reads the data and parity bits from the channel and checks for
parity errors. It then activates Resume to indicate that it has received the data.

3. Steps 1 and 2 are repeated until all data has been transferred across the
channel.

4. The external device activates Disconnect to indicate that the transfer is
complete.

An output channel uses the same control signals, but their directions are reversed. That
is, the mainframe transmits Ready and Disconnect signals to the external device and the
external device transmits Resume to the mainframe. Each output channel also sends an
additional control signal, Master Clear, to the external device. Master Clear can be set
or cleared under program control from any CPU.

* Each LOSP channel channel has two registers that can be loaded from any CPU. The

9-4

Channel Address (CA) register contains the next Central Memory address to be
transferred. When an I/O transfer begins, the CA register contains the address of the
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the first word. After the first word is transferred, the CA register increments. The next
word is transferred and the CA register again increments. This process continues until
all words have been transferred.

The Channel Limit (CL) register determines the ending address in Central Memory. An
I/0 transfer is completed when the contents of the CA register is equal to the contents of
the CL register. The word at address CL is not transferred; address CL - 1 contains the
last word transferred.

The Deadstart and Deaddump signals (channels 20g and 21g, respectively) permit an
external device to initiate a LOSP input or output transfer. When one of these signals is
received, the channel’s CA register is forced to 0 and the CL register is forced to all 1s
(that is, to an address beyond the physical range of Central Memory). The Deadstart
signal causes channel 20g to receive data until it receives the Disconnect signal; this is
the normal way the mainframe is initialized. (The Deadstart signal also generate /O -
Master Clear in the mainframe). The Deaddump signal causes channel 21g to send data
until it stops receiving the Ready signal. Deaddump is normally used only for
maintenance.

LOSP Channel Programming

Data transfers through a LOSP channel can be initiated by any CPU in Monitor Mode.
Once a transfer is initiated, the CPU does not need to take any further action. The
transfer operates as a background activity and the CPU may resume other processing.
When the transfer is completed, the channel sets an interrupt request flag in a CPU.
The CPU that receives the interrupt request is not necessarily the same CPU that
initiated the transfer. Refer to “I/O Interrupts” later in this section for more
information.

Table 9-3 shows all the instructions that are applicable to the LOSP channels.
Instructions 0010j% through 00121 perform channel control and can be executed only by
a CPU in Monitor Mode. There is no hardware interlock between CPUs; the
programmer must ensure that two CPUs do not try to control the same channel at the
same time. Instructions 033i00 through 0331 transmit I/O status information to
register Ai. These instructions are not limited to Monitor Mode and can be executed by
any number of CPUs simultaneously. )

To initiate a transfer across a LOSP channel, use the following sequence of instructions:

Machlqe CAL Comment
Instruction —

0011k CL,Af Ak Set CL register to last
memory address + 1

0010jk CAA Ak Set CA register to first
memory address and begin
170 sequence.

4'11/88 PRELIMINARY INFORMATION 9-5
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Table 9-3. LOSP Channel Instructions

MaCh”?e CAL Description
Instruction _
0010jkt CAA Ak | Set channel (&) CA register to (Ak) and
' begin /O sequence.
0011jkt CL.Aj Ak Set channel (Aj) CL register to (Ak).
0012/01 CLAj Clear channel (#)) interrupt and error flags.
Clear device Master Clear (output channel).
001211 MC, A/ Clear channel (4) interrupt and error flags.
Set device Master Clear (output channel).
Clear device ready-held (input channel).
033/00 Ai Cl Transmit interrupting channel number to AJ.
033ij0 Ai CAA Transmit (CA) of channel (A)) to A’
033jj1 Ai CE,Aj ~ | Transmit error flag of channel (4j) to A’

T Privileged to Monitor mode

This sequence starts the I/O transfer and increments the CA register after each data
word is transferred to or from the mainframe. On an output channel, the transfer stops
when CA = CL. On an input channel, the transfer stops when CA = CL or when the
mainframe receives the Disconnect signal, which ever comes first.

There are two important characteristics of the LOSP channels that must be kept in mind
when programming an I/O transfer. First, the CL register must be loaded before the CA
register; the transfer begins when the CA register is loaded, regardless of the contents of
the CL register. Second, the CA register must be loaded with a value less than the
contents of the CL register. If the CA register is loaded with a value equal to or greater
than the CL register, unpredictable results will occur.

Two auxiliary operations can also be programmed to a LOSP channel. They are most
commonly used to initialize a channel after a deadstart or resynchronize a channel after
an error. The first operation involves the Ready signal received by an input channel.
When a Ready signal is received, it is held (latched) until the channel is ready to receive
the data. Since a Ready signal may be received when the channel is not active, it is
sometimes useful to clear the ready-held condition. Instruction 0012j1 performs this
function.

The second auxiliary operation performs a Master Clear of a external device through an
output channel. The external Master Clear sequence is as follows:

PRELIMINARY INFORMATION | 4/11/88
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Machnqe CAL Comment
Instruction - EEE—

001250 CLA Clear input channel to ensure
external activity on the
channel pair has stopped.

001241 MC, A Clear output channel to
ensure external activity on the
channel pair has stopped.
Set device Master Clear.

- - Delay. The required delay
time is determined by the
external device.

001250 MC,Af Clear output channel.

Clear device Master Clear.

- - Delay. The required delay
time is determined by the
external device.

The 0012;0 and 0012j1 instructions used in the auxiliary functions also clear the
channel interrupt and error flags. Refer to “I/O Interrupts” later in this section for more
information.

LOSP Channel Errors

4/11/88

The LOSP channels detect two types of errors. Input channels detect parity errors.
Output channels detect unexpected Resume signals received from external devices.
Either type of channel error sets the Channel Error flag, which can can be read using
instruction 033ij1. This instruction transfers the Error flag to bit 20 of register Ai and
clears all other bits of the register .

When an input channel detects a parity error, it sets an internal parity error flag but
does not interrupt the data transfer. All data received after the parity error is zeroed
before being written to Central Memory. When the transfer completes, the parity error
flag sets the channel error flag. There is no way to inform the external device of the
parity error.

When an output channel receives an unexpected Resume signal (that is, a Resume
signal that is received without the channel sending a Ready signal), the channel error
and interrupt flags are set. Refer to “I/O Interrupts” later in this section for more
information.

In addition to errors detected by the LOSP channels, errors can occur when transferring
data from Central Memory to a LOSP output channel. The mainframe handles these
errors like any other memory error. Refer to “Error Detection and Correction” in Section
2 of this manual for more information.

PRELIMINARY INFORMATION 9-7
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HISP CHANNELS

The HISP channels transfer data between Central Memory and an external device,
normally a Cray [0S. Each channel uses 64-bit data words with eight check bits for
error detection and correction, identical to the SECDED scheme used by Central
Memory. (Refer to “Error Detection and Correction” in Section 2 of this manual for more
information.) ' :

The HISP channels are under complete control of the external devices. The external
devices initiate all data transfers, determine the number of words to be transferred, and
determine the starting address in Central Memory. Their operation is completely
transparent to the CPUs in the mainframe; there are no CPU instructions to control or
monitor channel operations and the channels do not generate CPU interrupt requests.
Channel errors can be detected at either end, but are reported to the external device. .

Data is usually transmitted across HISP channels in 16-word blocks. However, the last
block of a transfer may contain 1 to 16 words. The mainframe contains two 16-word data
buffers for each HISP channel. The buffers allow an entire 16-word block to be
transferred across a channel without delays caused by memory conflicts.

The input channel data buffers operate as follows: When a data transfer begins, only one
buffer, Buffer A, is used. Buffer A begins receiving data from the channel. When Buffer
A is full, the second buffer, Buffer B, begins to receive the channel data, and Buffer A
begins to send its data to Central Memory. When Buffer B is full and Buffer A is empty,
they exchange roles; Buffer A receives the channel data and Buffer B sends its data to
Central Memory. The buffers continue to exchange roles, with one buffer receiving
channel data and the other buffer sending data to Central Memory, until the data
transfer is complete.

The output channel buffers operate similarly to the input channel buffers, except that
data is transferred in the opposite direction. One buffer receives data from Central
Memory while the other buffer transmits its data across the channel. The buffers
exchange roles for each 16-word block.

HISP Channel Signals

The signals used by each HISP channel (input or output) can be divided into two
categories:

¢ Initialization signals:

® 1 Clear Channel signal

¢ 1 Transmit Address signal

® 1 Address Ready signal

® 16 address channel bits (numbered 0 to 15)
4 address parity bits (numbered 0 to 3)

1 Address Error signal

PRELIMINARY INFORMATION 4/11/88
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® Data transfer signals:

1 Transmit Data signal

1 Data Ready signal

64 data bits (numbered 20 to 263)

8 data check bits (numbered 0 to 7)

1 Last Word flag

1 Uncorrectable Error signal

1 Disable Error Correction signal (input channels only)

® & & 0 0 0 o0

Figures 9-3 and 9-4 show the channel signals for the HISP input and output channels.
The following subsections explain the signals in detail.

Initialization Signals

The external device prepares the mainframe for a data transfer by sending Clear
Channel. This signal stops any transfer already in progress on the channel and prepares
the mainframe to receive address information. The mainframe then sends Address
Ready to indicate that it is ready to receive address channel information.

Address channel information consists of two parts: 32 Starting Address (SA) bits and 14
Transfer Word Count (TWC) bits. The SA bits indicate the starting address in Central
Memory that the data is to be transferred to or from. The TWC bits indicate the number
of words to be transferred. The external device generates the SA and TWC bits and
combines them into three 16-bit parcels, with four parity bits for each parcel (odd
parity). The parcels are transmitted to the mainframe as address bits 0 to 15 and the
parity bits are transmitted as address parity bits 0 to 3. Table 9-4 shows the how the SA

and TWC bits are combined into parcels and how the parity bits are arranged.

Each time the external device places a parcel of information (and four parity bits) on the
address channel, it indicates that the information is available by activating Address
Ready. It then deactivates Address Ready until the next parcel is ready. The mainframe
activates Address Error if it detects an error in the transmission of address information.
Address errors are discussed in detail in the next subsection.

Data Transfer Signals

4/11/88

A data transfer begins after all three parcels have been transmitted across the address
channel. For each block of data, the receiving device (the mainframe for input channels,
the external device for output channels) activates Transmit Data to indicate that it is
ready to receive the data. The transmitting device (the external device for input
channels, the mainframe for ocutput channels) places a 64-bit data word and 8 check bits
on the channel and activates Data Ready to indicate that the data is available. The
transmitting devices then places the next data word (and check bits) on the channel and
activates Data Ready again. This process continues until the entire block has been
transmitted; each word is transmitted without any acknowledgment from the receiving
device.

The transmitting device stops sending data at the end of the block. When the receiving
device is ready to receive another block, it activates Transmit Data. The transmitting
device then sends another block and waits for another Transmit Data. This process

PRELIMINARY INFORMATION 9-9
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Clear Channel
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Address Ready

Address Channel Bits 0 to 15
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Figure 9-3. HISP Input Channe! Signals

continues until all the data has been transmitted. When the last word of the last block
has been placed on the channel, the transmitting device indicates that the transfer is
complete by activating the Last Word flag.

The mainframe activates Uncorrectable Error if it detects an error during the the
transmission of address information or data. Errors are discussed in detail in the next

subsection.
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Figure 9-4. HISP Output Channel Signals

For input channel maintenance, an external device can send Disable Error Correction to
the mainframe. When this signal is active, SECDED errors occurring on the channel are
not detected or corrected; the data and check bits are written to Central Memory without
modification. '

PRELIMINARY INFORMATION 9-11
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Table 9-4. HISP Address Channel Bits
Address Bits
Parcel Parity Bit 3 Parity Bit 2 Parity Bit 1 Parity Bit 0

15 | 14 1 13 | 12 | 11 10 9 8 7 6 5 4 3 2 1 0

1 SA|SA|SA|SA|[SA|SAjJSA|{SA|SA|SA|SA|SA|SA|SA|SA|SA
29 | 231 | 230 | 229 | 228 | 227 [ 226 | 225 | 224 | 223 | 222 | 221 | 220 | 219 | 218 | 217
2 SA|SA|SA|{SA|SA|SAjJSA|SA|SA|SA|SA|SA]|SA | SA |TWC|ITWC
213 | 212 | 211 | 210 | 216 | 28 27 | 26 | 25 24 | 23 22 21 20 | 213 | 212
3 Not | Not | SA | SA |[TWCITWCITWC{TWC|TWC|{TWC|TWC|TWCITWC|TWC|TWCITWC
Used}Used| 215 | 214 | 211 | 210 | 29 | 28 | 27 | 26 | 25 | 24 | 23 | 22 | 21 20

HISP Channel Programming

The HISP channels are programmed from the external devices to which they are

connected; they cannot be programmed from the mainframe.

refer to the programming manual for the appropriate external device .

HISP Channel‘ Errors

g-12

For more information,

The mainframe can detect several types errors on the HISP channels. When it detects
an error, it stops channel operation and informs the external device using two signals,
Address Error and Uncorrectable Error. (With the exception of errors which occur when
transferring data from Central Memory to a HISP output channel, HISP channel errors
are not reported to any CPU in the mainframe.)

If the mainframe detects an error involving address information, it activates Address
Error and Uncorrectable Error. There are four types of errors in this category:

¢ Addressparity errors.

® Unexpected Address Ready received. This condition occurs if the mainframe

receives four Address Ready signals in succession or if it receives an Address
Ready during data transmission.

® Unexpected Data Ready received (input channels only). This condition occurs
if the mainframe receives Data Ready when it is expecting to receive Address
Ready.

PRELIMINARY INFORMATION
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e Unexpected Transmit Data received (output channels only). This condition
occurs if the mainframe receives Transmit Data when it is expecting to receive
Address Ready.

If the mainframe detects any other type of error, it activate only Uncorrectable Error.
There are two types of errors in this category: :

e Uncorrectable (double-bit) data errors. The mainframe can-detect data errors
on input channels (when the data is received across the channel) and output
channels (when the data is read from Central Memory). An uncorrectable error
of either type activates the Uncorrectable Error signal. Errors occurring while
reading data from Central Memory are also reported to the mainframe. Refer
to “Error Detection and Correction” in Section 2 of this manual for more
information. '

¢ Word count mismatch (input channels only). This type of error can occur
because the mainframe and the external device keep track separately of the
number of word remaining to be transferred. If an I/O transfer operates
properly, the word count maintained by the mainframe should decrement to 0
when the last Data Ready is received. Simultaneously, the external device
should send the Last Word flag to the mainframe. A word count mismatch
occurs if the mainframe’s word count reaches 0 and the Last Word flag is not
received or if the Last Word flag is received with the mainframe’s word count
not equal to 0.

Once activated, Address Error and Uncorrectable Error remain active until the
mainframe receives Clear Channel from the external device. The Clear Channel signal
terminates the transfer in which the error occurred and prepares the mainframe to begin
a new channel transfer.

VHISP CHANNELS

4/11/88

The VHISP channels transfer data between Central Memory and a Cray Solid-state
Storage Device (SSD). Each channel consists of two parallel 64-bit channels, allowing
two successive Central Memory words to be transferred across the channel
simultaneously. Each 64-bit channel also contains 8 check bits for data protection,
identical to the SECDED scheme used by Central Memory. (Refer to “Error Detection
and Correction” in Section 2 of this manual for more information.) Unlike the LOSP and
HISP channels, the VHISP channels are bidirectional. One VHISP channel number
applies to both input and output, and data transfers can take place in only one direction
at a time.

Data is transmitted across the VHISP channels in blocks. Each block contains 64
successive Central Memory words and is transferred across a VHISP channel in 32
operations. Partial blocks are not permitted.

Two VHISP registers for each channel can be loaded from any CPU. The Channel
Address (CA) register contains the next Central Memory address to be transferred.
When a data transfer begins, the CA register contains the address of the the first word to
be transferred. As each word is written to or read from Central Memory (depending on

PRELIMINARY INFORMATION 9-13
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whether the channel is being used for input or output) the CA register increments. This
process continues until all words have been transferred.

The Block Length (BL) register determines the number of blocks to be transferred. The
BL register decrements after each block is transferred. An 1/0 transfer is-completed
when the contents of the BL register is equal to zero.

Each VHISP channel uses two adjacent CPUs for access to Central Memory. Two
successive Central Memory words are transferred across the channel (to or from the
SSD) simultaneously. However, because the CPUs contain data buffers, the transfer of
successive words between Central Memory and the CPUs does not necessarily occur
simultaneously.

Each CPU contains two input and two output VHISP data buffers. Each buffer can hold
16 64-bit data words (plus check bits). The buffers in two adjacent CPUs operate
simultaneously when transferring data across the channel. This allows 16 128-bit words
to be transferred without delays caused by memory conflicts. However, the buffers in
the adjacent CPUs operate independently when transferring data to or from Central
Memory.

The input channel data buffers operate as follows: When a data transfer begins, only one
buffer in each CPU, Buffer A, is used. Buffer A begins receiving data from the channel.
When Buffer A is full, the second buffer, Buffer B, begins to receive the channel data,
and Buffer A begins to send its data to Central Memory. When Buffer B is full and
Buffer A is empty, they exchange roles; Buffer A receives the channel data and Buffer B
sends its data to Central Memory. The buffers continue to exchange roles, with one
buffer receiving channel data and the other buffer sending data to Central Memory,
until the data transfer is complete.

The output channel buffers operate similarly to the input channel buffers, except that
data is transferred in the opposite direction. One buffer receives data from Central
Memory while the other buffer transmits its data across the channel. The buffers
exchange roles for each group of 16 words .

VHISP Channel Signals

The VHISP channel signals can be divided into three categories:
¢ Status and initialization signals:

Offline

Busy

Clear Control

Acknowledge Clear

Block Address Bits 20 to 228
Block Length Bits 20 to 217
Write

Set CA

Uncorrectable Error

Block Length Error

® & & & o ¢ 0 O 00
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® Input transfer signals:

Transmit Enable (mainframe to SSD)
Data Ready (SSD to mainframe)

Even CPU Data bits 20 to 263

Even CPU Check bits 0 to 7

0dd CPU Data bits 20 to 263

0Odd CPU Check bits 0to 7

Done and Empty

® Output transfer signals:

Transmit Enable (SSD to mainframe)
Data Ready (mainframe to SSD)

Even CPU Data bits 20 to 263

Even CPU Check bits 0 to 7

0Odd CPU Data bits 20 to 263

Odd CPU Check bits0to 7

Done and Empty

Figure 9-5 shows the channel signals for a VHISP channel. The following subsections
explain the signals in detail.

Initialization Signals

The status and channel initialization signals transmit SSD status and error information
from the SSD to the mainframe and allow the mainframe to initialize the SSD for a data
transfer. The Offline signal indicates the status of the SSD port to which the VHISP
channel is connected. If the signal is active, the port is not in operation and cannot
perform data transfers. The Busy signal becomes active when the SSD begins a data
transfer and remains active until the transfer is complete.

The following signals are used to begin a data transfer: Clear Control, Acknowledge
Clear, Block Address, Block Length, Write, and Set CA. The normal sequence is as
follows:

1. The mainframe sends Clear Control to the SSD. This initializes the SSD port to
which the VHISP channel is connected, stopping any data transfer in progress,
clearing all error conditions, and preparing the port to begin a transfer.

2. When the SSD is ready to begin the transfer, the SSD sends Acknowledge Clear
to the mainframe.

3. The mainframe sends Block Address hits 20 to 228 to the SSD. The Block
Address indicate the starting block address in the SSD. (Not all the Block
Address bits are used by the SSD. The number of bits that are used is
determined by the memory size of the SSD.)

4. The mainframe sends Block Length bits 20 to 217 and Write to the SSD. The
Block Length indicates the number of bits to be transferred. Write is logic 0 for
an input transfer (SSD to mainframe) and logic 1 for an output transfer
(mainframe to SSD).
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CRAY PROPRIETARY '



A

I/0 Section

CRAY
Y-MP

Mainframe

CRAY Y-MP/8 Theory Of Operation Manual

Offline

A

Busy

Clear Control

Acknowledge Clear

3

Block Address Bits 20 to 228

Y

Block Length Bits 20 to 217

Write

Set CA

Uncorrectable Error

A

Block Length Error

Transmit Enable

Data Ready -

A

CPU A Data Bits 20 to 263
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CPU B Data Bits 20 to 263

CPU B.Check Bits 0 to-7

A A A A

Done and Empty

Transmit Enable

Data Ready

CPU A Data Bits 20 to 263

CPU A Check Bits 0 to 7

CPU B Data Bits 20 to 263

CPU B Check Bits 0 to 7

Y YVYY

Last Buffer Write
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Figure 9-5. VHISP Channel Signals
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5. The mainframe sends Set CA to the SSD. This signal causes the SSD to latch

Block Address, Block Length and Write and starts the data transfer.

6. An input or output data transfer begins. The signals used for the transfers are

explained in the following two subsections.

Uncorrectable Error and Block Length Error are activated by the SSD if it detects errors
during a data transfer. For further information, refer to “VHISP Channel Errors” later
in this section.

Input Transfer Signals

The input transfer signals are used during a transfer from the SSD to the mainframe.
The normal sequence is as follows:

1

. The mainframe sends Transmit Data to the SSD. This signal indicates that the

mainframe is ready to receive 1 buffer (16 128-bit words plus check bits) of
data.

. The SSD sends Data Ready to the mainframe. This signal indicates that the

data will be sent across the channel beginning in 4? CPs.

. The SSD sends 16 128-bit words of data (with 16 check bits for each word) to the

mainframe at 2 CP intervals. Each 128-bit word corresponds to two
consecutive Central Memory addresses. The data and check bits are received
by two adjacent CPUs. The lower-numbered CPU receives the data for the
lower Central Memory address. The higher-numbered CPU receives the data
for the higher Central Memory address.

. Steps 1 to 3 are repeated until all blocks of data have been transferred across

the channel.

. The SSD sends Done and Empty to the mainframe to indicate that the transfer

is complete.

Certain error conditions can cause this sequence to terminate prematurely. Refer to
“VHISP Channel Errors® later in this section for more information.

Output Transfer Signals

o

4/11/88

L.

2.

The data output signals are used during a transfer from the SSD to the mainframe. The
normal sequence is as follows:

The SSD sends Transmit Data to the mainframe. This signal indicates that the
mainframe is ready to receive 1 buffer (16 128-bit words plus check bits) of
data. ’

The mainframe sends Data Ready to the SSD. This signal indicates that the
data will be sent across the channel beginning in 4? CPs.

PQELIMINARY INFORMATION 9-17
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3. The mainframe sends 16 128-bit words of data (with 16 check bits for each
word) to the SSD at 2 CP intervals. Each 128-bit word corresponds to two
consecutive Central Memory addresses. The data and check bits are sent by
two adjacent CPUs. The lower-numbered CPU sends the data from the lower
Central Memory address. The higher-numbered CPU sends the data from the
higher Central Memory address.

4. Steps 1 to 3 are repeated until all blocks of data have been transferred across
the channel.

5. The mainframe sends Last Buffer Write to the SSD to indicate that the transfer
is complete.

Certain error conditions can cause this sequence to terminate prematurely. Refer to
“VHISP Channel Errors” later in this section for more information.

VHISP Channel Programming

9-18

Programming a VHISP channel is similar to programming a LOSP channel. Most of the
same instructions (privileged to Monitor Mode) are used, although their operation is
slightly different. Table 9-5 shows the instructions that are applicable to the VHISP
channel. All the instructions except 033i00 operate slightly differently than they do in
the LOSP channels.

Table 9-5. VHISP Channel Instructions

| MaChme CAL Description
nstruction
0010jkt CA,Aj Ak | First occurrence: Set channel (Aj) SSD
starting block address to (Ak) .
Second occurrence: Set channel (Aj) CA
register to (Ak) .
0011jkt CLAj Ak | Set channel (&) BL register to (Ak), select
input or output transfer, and begin I/O
sequence.
00120t CLA Clear channel (4) .
033/00 Ai Cl Transmit interrupting channel number to A/
033jj1 A CEA Transmit channel (&) status word to Ai.

1 Privileged to Monitor Mode

Instruction 00105k performs two functions. The first time it is executed, it determines
the starting block address in the SSD. The second time it is executed, it loads the
channel CA register, which determines the starting address in Central Memory.

PRELIMINARY INFORMATION 4/11/88
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Instruction 0011j% loads the channel BL register and determines whether to do an input
or an output transfer. Ak register bits 20 to 217 are loaded into the BL register. Ak
register bit 223 determines the transfer direction. A logic 0 causes data to be transferred
from the SSD to the mainframe. A logic 1 transfers data from the mainframe to the SSD.

Instruction 001250 performs several functions to prepare the mainframe and SSD for a
data transfer. It clears the channel interrupt flag and status word, initializes the
mainframe side of the channel, and sends Clear Control to the SSD.

Instruction 033ij1 transmits a channel status word to register Ai which indicates the
number of block remaining to be transferred and the state of several error flags. Table 9-
6 shows how the bits of the status word are used. The error flags are discussed in more
detail in the next subsection.

Table 9-6.  VHISP Channel Status Word

Bit Description
20 to 217 | BL register bits 20 to 217
218 Channel transfer in progress
219 Not used (forced to 0)
220 Block length error
221 Uncorrectable (double-bit) error in SSD
222 Uncorrectable {double-bit) errar in mainframe
223 Fatal error (Block length error or uncorrectable
memory error in SSD or mainframe)
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To initiate a transfer across a VHISP channel, execute the following sequence of
instructions:

Machine

. CAL Comment
Instruction E— E—
1. 0012/0 Cl,Aj Clear channel .
2. 0010k CA A Ak Load SSD starting block address
3. 0010jk CAA Ak Load CA register
4. 0011jk CLA Ak Load BL register, select transfer
direction, and begin 1/O
sequence.

VHISP Channel Errors

9-20

Two types of errors can occur on the VHISP channels: block length errors and data
errors. Block length errors and uncorrectable (double-bit) data errors stop the channel
transfer, set bits in the VHISP channel status word, and generate an I/O interrupt
request.

Block length errors can occur because the mainframe and the SSD use separate block
length (BL) registers to keep track of the number of blocks remaining to be transferred.
The block lengths maintained by both devices decrement to 0 simultaneously if an I/0
transfer operates properly. On the other hand, if the block length of one device reaches 0
while the other device is still expecting data to be transferred, a block length error
occurs. A block length error stops the transfer and sets bits 220 and 223 of the VHISP
channel status word.

Block length errors can occur on both input and output transfers. There are two ways a
block length error occur can during an input transfer:

® The mainframe’s BL register reaches 0, but the SSD sends Data Ready to
indicate that there is more data to be sent. This error is detected by the
mainframe.

® The SSD’s BL register reaches 0,but the mainframe sends Transmit Enable to
indicate that it is ready to receive more data. This error is detected by the SSD,
which reports the error to the mainframe through the Block Length Error
signal.

There are also two ways a block length error can during an output transfer:

¢ The SSD’s BL register reaches 0, but the mainframe sends Data Ready to
indicate that there is more data to be sent. This error is detected by the SSD,
which reports the error to the mainframe through the Block Length Error
signal.

¢ The mainframe’s BL register reaches 0, but the SSD sends Transmit Enable to
indicate that it is ready to receive more data. This error is detected by the
mainframe.
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Data errors can occur on both input and output transfers. There are two places data
errors can be detected during an input transfer:

® The readout path from SSD memory to the channel. An uncorrectable error
detected here activates the Uncorrectable Error signal to the mainframe, which
sets bits 221 and 223 of the VHISP channel status word.

o The input path from the channel to the mainframe. An uncorrectable error
detected here sets bits 222 and 223 of the VHISP channel status word.

There are also two places data errors can be detected during an output transfer:

® The readout path from Central Memory. An uncorrectable error detected here
sets bits 222 and 223 of the VHISP channel status word. This type of error is in
the mainframe. In addition to affecting the channel operation, the CPU
detecting this type of error responds the same way it responds to any Central
Memory error. Refer to “Error Detection and Correction” in section 2 for more
information. ‘

® The output path from the channel to the SSD. An uncorrectable error detected
here activates the Uncorrectable Error signal to the mainframe, which sets bits
221 and 223 of the VHISP channel status word.

\ I/0 CHANNEL MEMORY ACCESS

4/11/88

The /0 section uses Port D in each CPU for access to Central Memory. Each LOSP and
HISP channel uses Port D in a specific CPU. Each VHISP channel uses Port D in two
adjacent CPUs. Port D is also used by the instruction buffers in each CPU.

The I/0 channels shares access to Central Memory with many other resources (registers,
instruction buffers, and the Exchange Package) in each CPU. Because of this, memory
conflicts can occur. There are three levels of conflicts that affect the I/O channels. The
first level involves conflicts between Port D and all other ports in all the CPUs. The next
level involves conflicts between the /O channels and the instruction buffers for use of
Port D. The last level involves conflicts between the five channels (LOSP input and
output, HISP input and output, and VHISP) in each CPU.

The remainder of this subsection discusses memory conflicts that are specific to Port D
and the /O section. It assumes you are familiar with the basic concepts of memory
conflicts. If you need more information in this area, refer to “Memory Conflicts® in
Section 2 of this manual.

The following rules apply to intra-CPU memory conflicts involving Port D:

® [n each CPU, if Port D is being use for an instruction fetch sequence, it has
priority over Ports A, B, and C.

® [f Port D is being used for an [/O transfer, it normally has lower priority than
Ports A, B, and C. However, if a Port D memory reference has heen forced to
hold for 32 CPs, Port D is temporarily given top priority so that one memory
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reference can proceed. After the reference has begun, Port D returns to its low-
priority status.

® Instruction fetches have priority over I/O.transfers for use of Port D.

® The order of priority for the I/O channels for use of Port D is as follows (from
highest to lowest priority):

1. LOSP input channel
2. LOSP output channel
3. HISP input channel
4. HISP output channel
5. VHISP channel

® When a HISP or VHISP channel begins a memory reference, it is temporarily
given priority over all other I/O channels. The channel retains the highest
priority until it has made 16 memory references. This allows an entire HISP or
VHISP data buffer to be emptied or filled without delays caused by memory
requests from other channels.

® LOSP channels can make a maximum of 1 memory reference every 4 CPs.
When a LOSP channel begins a memory reference (that is, after it has passed
all conflicts), a lockout circuit disables LOSP channel memory requests for the
next 3 CPs. A memory reference by either LOSP channel (input or output)
locks out both LOSP channels for the next 3 CPs, providing an interval for
HISP and VHISP channel memory requests.

® A second lockout circuit disables HISP channel memory requests for 3 CPs
following a HISP channel data transfer to or from memory. When a HISP input
or output channel memory request is granted, the channel is allowed to
transfer an entire 16-word buffer to or from Central Memory without
interruption from other channels. After the last of the 16 memory references
begins, both HISP channels are prevented from making memory requests for
the next 3 CPs, providing an interval for VHISP channel memory requests.

/O INTERRUPTS

9-22

I/O interrupts are generated by the LOSP and VHISP channels to indicate that a data
transfer is complete or that an unexpected error occurred. (Parity errors on LOSP input
channels and correctable data errors on VHISP channels do not cause interrupts.)

When an I/O transfer is complete, or an interrupt-generating error occurs, an interrupt
request is sent to a CPU. The CPU that receives the interrupt request is not necessarily
the CPU that initiated the transfer or the CPU that controls the channel that was used.
The following rules determine the CPU that receives the request:

1. If one CPU has its Selected for External Interrupt (SEI) bit (in the Mode
register) set, that CPU will receive all I/O interrupt requests. If more than one
CPU has its SEI bit set, the lowest-numbered CPU with its SEI bit set will
receive all I/O interrupt requests.
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2. If condition 1 does not apply, a CPU holding on a test and set instruction
(0034jk) will receive the interrupt request. If more than one CPU is holding on
a test and set instruction, the lowest-numbered CPU holding on a test and set
instruction will receive all interrupt requests.

3. If conditions 1 and 2 do not apply, an interrupt request from a channel is
directed to the CPU that last issued a clear interrupt instruction (001270 or
0012j1) to that channel.

A CPU that receives an interrupt request will honor the request (that is, execute an
Exchange sequence) only if it is not in Monitor Mode. If two or more I/O channels
generate interrupt requests to the same CPU, instruction 033i00 will return the lowest-
numbered /O channel requesting service. When that channel’s interrupt flag is
cleared, the instruction will return the next-lowest /O channel number. When all
interrupt flags are cleared, 033i00 will return a value of 0.

HARDWARE IMPLEMENTATION

This subsection describes the major hardware components (options and
interconnections) that comprise the I/O section. The /O section is divided equally
among all eight CPU modules. On each CPU, the I/O section can be further divided into
four functional areas:

¢ Channel control paths
¢ HISP address channels
¢ [nput data paths

¢ Output data paths

The following subsections describe these functional areas in detail.

Channel Control Paths

4/11/88

Channel control paths perform several major functions:

® They transmit all control signals needed by the external devices and receives
all the control signals sent by the external devices.

® They initiate transfers across the LOSP and VHISP channels.

® They control the transmission of data between the channels and Central
Memory.

® They resolve conflicts between channels for memory access.

¢ Along with the external devices, they controls the transfer of data across the
channels.

® They determine when a channel transfer is complete.

¢ They generate interrupt requests at the end of LOSP and VHISP channel
transfers.
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® They respond to errors detected during channel operation.

The channel control hardware consists of seven options: one DA, three DB, one DC, one
DD, and one DE option. The DA and DB options are used by all the channel types, while
the DC, DD, and DE options are used primarily by the LOSP, HISP, and VHISP
channels; respectively.

Figure 9-6 is block diagram of the channel control options. Refer to this diagram while
reading the following option descriptions.

DA and DB Options
The DA and DB options have two primary functions. First, they contain the Channel

dress (CA) register for each channel. The CA register indicates the Central Memory
D t%ﬂ% sed for the next data transfer between the channel and Central
mihe %
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¢ They contain the LOSP channel Channel Limit (CL) registers.

They contain the VHISP channel Block Length (BL) register.
& They contain the HISP output channel Transfer Word Count (TWC) register.

® The DA options on two adjacent CPUs contain a copy of the Iowest four bits of
the HISP input channel TWC register.

® The DA option transmits the Block Address and Block Length signals to the
VHISP channel.

¢ For LOSP channel instruction 033i0, the DA and DB options transmit the
contents of a CA register to register Ai.

® For VHISP channel instruction 03341, they transmit the contents of the Status
register to register Ai.

® The DA option determines which input channel can transmit its data to
Central Memory. It also controls the reading of data from the HISP and VHISP

channel input buffers.

The CA, CL, BL, and TWC registers and the readout path to register Ai are divided bit-
wise among the DA and DB options. Table 9-7 shows the arrangement.

The following paragraphs describe the input and output terms of the DA and DB options.
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Table 9-7. DA and DB Options Bit Assignments

DAO DBO DB1 DB2
CA registers (all channels) 20 to 24 | 2510 212 | 213 10 220 | 221 to 228
CL registers (LOSP channels)
Path to register A/
TWC register (HISP input channetyt | 20 to 23 not used not used not used
TWG register (HISP output channel) |- 20 to 24 25t0 27 | 2810 210 | 211 0 213
BL register (VHISP channel) 20to 24 | 2510212 [ 213 t0 217 | not used

t The entire HISP input channel TWC register (bits 20 to 213) is held on the DD option.

The LOSP channel CA and CL registers and the VHISP channel CA and BL registers
can be loaded from A registers under program control. The registers are loaded through
the Ak Data terms, 10 to 14 on the DA option and I0 to I7 on the DB options. Channel
Command bits 20 to 24, terms 160 to 164 on both option types, are derived from CPU
instructions and control which register is loaded. (The channel commands perform
additional functions on the DC and DE options.) Figure 9-7 shows the functions of the
Channel Command bits. ‘

24 23 22 21 20

CPU Instruction Decode: Channel Select:

0 0 0 033i/0 (A/ CAA) 0 0 none

0 0 1 0010/k  (CAA AK) 0 1 VHISP

0 1 0 033j1  (A/ CEA) 1 0 LOSP input
0 1 1 0011jk  (CLAj Ak) 1 1 LOSP output
1 0 0] not used

10 1 00120 (CLA)

1 1 0 not used

1 1 1 0012/t (MC.A)

Figure 9-7. Channel Comand Bits

On CPU 0 only, the LOSP channel CA and CL registers are also loaded during
Deadstart and Deaddump sequences. The Deadstart and Deaddump signals (DA option
terms [86 and I87, DB option terms [65 and [66) affect the LOSP input and output
channels, respectively. Deadstart sets the input channel CA register to 0 and the CL
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register to 229-1 (all 1s). Deaddump sets the output channel CA register to 0 and the CL
register to 229-1,

The HISP channel CA and TWC registers are loaded into the DA and DB options from
the HISP address channels. The HISP In Address Channel enters the DA option as [10
to [16 and the DB options as [10 to [18. The HISP Out Address Channel enters the DA
option as 120 to 126 and the DB options as 130 to [40. HISP In Address Ready and HISP
Out Address Ready (terms 150 and I51 on both option types) from the DD option control
the loading of the CA and TWC registers from the address channels. Refer to “HISP
Address Channels” in this section for more information.

When an I/O channel is ready to transfer data to or from Central memory, it makes its
request to the DA option. Terms I70 and [71 are requests from the LOSP channels.
Term I70, LOSP Reference Request, indicates that either LOSP channel is requesting
memory access. Term 171, LOSP Write Request, indicates that the input channel is
making the request (that is, a memory write request). Terms I72 and 173 indicate
requests from the HISP channels, and terms 174 and 175 are requests from the VHISP
channel. :

The DA option resolves any memory access conflicts which occur between the channels.
It then sends I/O Reference Request (term R5) to the YZ option. If a channel is
requesting a memory write, the DA option also sends [/O Write Request (term R6). The
DA option sends Channel Designator bits 20 to 22 to indicate the channel that is making
a memory request. Table 9-8 shows how the Channel designator bits are used. Terms
R20 and R21 are Channel Designator bits 20 and 2! to the YZ option. Terms R7 to R9
are Channel Designator bits 20 to 22 to the DB, DC, DD, and DE options.

Table 9-8. Channel Designator Bits

Designator Bits
Channel

22 o1 20

X 0 0 not used

0] o] 1 LOSP output
0 1 0 HISP output
0 1 1 VHISP output
1 0 1 LOSP input
1 1 0 HISP input

1 1 1 VHISP input

X= 0ort

The DA and DB options send Address Bits 20 to 228 with the memory requests. These
bits come from the CA register of the channel making the request. The DA options send
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bits 20 to 24 (terms RO to R4) to the YZ option. The DB options send bits 25 to 228 (terms
RO to R7} to the YH option.

The DA option receives memory conflict information from the YK options (subsection
conflicts) and from the YZ option (instruction fetch conflict) as terms 140 to 142, No
Conflict. If all of these terms are active, an I/O memory request can proceed. If one or
more of these terms is inactive, I/O memory requests are forced to delay until all three
terms become active simultaneously. The DA option uses this information internally,
and also passes it to the DB, DC, DD, and DE options using term R70, Conflict.

After a channel memory reference, the CA register increments. A LOSP or HISP
channel memory reference simply increments the appropriate CA register by 1.
However, because the VHISP channels use two adjacent CPUs for memory access, their
operation is slightly different.

During a VHISP channel operation, each of the adjacent CPUs transfers every other
word to or from Central Memory. The lower-numbered CPU transfers the first, third,
and fifth words, and so on. The higher-numbered CPU transfers the second, fourth, and
sixth words, and so on. Each CPU uses its own CA register to keep track of its own
memory references. At the beginning of a VHISP transfer, both CA registers are loaded
with the first Central Memory address. Therefore, the CA register on the higher-
numbered CPU (CPU 1, 3, 5, or 7) must be incremented by 1 so that it points to the
second address. DA option term 185 (active only on odd-numbered CPUs), Bump CA+1,
performs this function. For the remainder of the channel transfer, after a CPU transfers
a word to or from Central Memory, its CA register increments by 2.

When a CA register increments, DA option term R60 is the carry from bits 29 to 24 to all
the DB options. Term R60 on DB0 and DB1 is the carry from bits 25 to 212 and 213 to 220,
respectively. DBO term R60 propagates carries to the DB1 and DB2 options. DBI term
R60 propagates carries only to the DB2 option.

The DA and DB registers determine when a LOSP, HISP output, or VHISP channel
transfer is complete. For the LOSP channels, they transmit CA=CL (DA term R51, DB
term R53) to the DC option. For the HISP output channel, they decrement the TWC
register after each word is transferred; when the TWC register reaches 0, the transfer is
complete. When the TWC register decrements, DA option term R61 is the borrow from
bits 20 to 24 to all the DB options. (A borrow term is logic 1 when all bits are 0). Term
R51 on DBO and DB1 is the borrow from bits 25 to 27 and 28 to 210, respectively. DBO
term R51 propagates borrows to the DB1 and DB2 options. DB1 term R51 propagates
borrows only to the DB2 option.

To determine when the HISP output TWC register reaches 0, the DB options send term
R51 to the DA and DD options and the DA option sends term R62 to the DD option. Each
of these terms indicate that a range of bits in the TWC register is equal to 0. When all
these terms are active, the TWC register is equal to 0; the DA register stops making
HISP output channel memory requests and the DD option stops channel activity.

The DA option does not determine when a HISP input transfer is complete, but relies on
the DD option for this information. The DA option receives term 184, HISP In Final
Block when the final block has been received by the HISP input buffer. Because this
block may not contain a full 16 words, the DA option uses TWC register bits 20 to 23 to
determine how many memory requests to make.
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The DA and DB options (DB0O and DB1) determine when a VHISP channel transfer is
complete by decrementing the BL register after each block of data is transferred; when
the BL register reaches 0, the transfer is complete. When the BL register decrements, DA
option term R61 is the borrow from bits 20 to 24 to DB0O and DB1. Term R51 on DBO is
the borrow from bits 25 to 212 to option DB1.

To determine when the VHISP channel BL register reaches 0, option DB0 sends term
R51 to the DA and DE options, option DB1 sends term R52 to the DA and DE options,
and the DA option sends term R62 to the DE option. When all these terms are active, the
TWC register is equal to 0; the DA register stops making VHISP output channel
memory requests and the DE option stops channel activity.

The DA and DB options transmit the contents of a LOSP channel CA register to register
Ai for instruction 0330 (At CA,Aj). They also transmit the VHISP Status Word to
register Ai for instruction 033ij1 (Ai CE,Aj). The DA and DB options receive Gate Al
Signals for the LOSP input, LOSP output and VHISP channels as 1110, [111, and [112,
respectively. If 1110 or 1111 is activated, the DA option gates the appropriate CA
register to terms R40 to R44 and the DB options gate the CA register to terms R40 to
R47. If 1112 is activated, the BL register is gated to DAO terms R40 to R44 (bits 20 to
24), DBO terms R40 to R47 (bits 25 to 212), and DB1 terms R40 to R44 (bits 213 to 217).
VHISP channel flags from the DE option enter DB1 option as I85 and 187 and DB2 as
185, 186, and I87. The flags are gated to DB1 terms R5 and R7 (bits 218 and 220) and DB2
terms R40 to R42 (bits 22! to 223). Bits 219 and 224 to 228 of the VHISP status word are
forced to 0 on DB1 and DB2.

The DA and DB options transmit the VHISP Block Address and Block Length to the
VHISP channel. The CPU pair that comprises a single VHISP channel shares this task;
the lower-numbered CPU transmits Block Address Bits 20 to 228. The higher-numbered
CPU transmits Block Length bits 20 to 217. Instruction 0010j% transmits the Block
Address to DA option terms I0 to 14 and DB option terms I0 to I7 on the lower-numbered
CPU. On the higher-numbered CPU, instruction 0011j% transmits the Block Length to
DAO terms I0 to I4, DBO terms [0 to I7, and DB1 terms IO to I4. All of theses terms are
latched and transmitted to the VHISP channel when the DA and DB options receive
Capture VHISP Control, term [68.

The DA option controls which input channel data is transmitted to Central Memory.
Term R71, Go LOSP Data, is logic 1 when LOSP channel data is used and logic 0 when
HISP or VHISP channel is used. Term R14, Buffer Read Select, selects between HISP
data and VHISP data. Logic 0 selects HISP data; logic 1 selects VHISP data. Finally, if
HISP or VHISP data is selected, terms R10 to R13, Buffer Read Address selects 1 of 16
words in the channel input buffer. These terms are the output of a counter which
increments after each word is read from the buffer.

The DA option determines which VHISP input buffer, buffer A or buffer B, receives

channel data at any time. The DA option receives term [88, VHISP Buffer Select, delays
it for memory conflicts, and retransmits it as term R70.

The DC option is the LOSP channel controller. It performs several major functions:
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o |t transmits all the control signals needed by the external dev1ce and receives
all the control signals sent by the external device.

® Itinitiates all LOSP data transfers.

® Along with the external device, it controls all data transfers across the LOSP
channels.

® |t makes memory requests for the LOSP channels.

- @ It controls data assembly (input channels) and disassembly (output channel)
between the the LOSP channels and Central Memory.

e [t generates error flags and interrupt requests.
The following paragraphs describe the input and output terms of the DC option.

Many of the DC option input and output terms are connected directly to the LOSP
channels. The input channel terms are Ready (differential pair [0/1), Resume (R0), and
Disconnect (12/3). The output channel terms are Ready (R10), Resume (120/21), and
Disconnect (R11). On CPU 0 only, the input channel (20g) receives Deadstart as terms
14/5 and the output channel (21g) receives Deaddump as terms [22/23. The DC option on
CPU 0 retransmits Deadstart and Deaddump to the DA and DB options as R31 and R34.
It also retransmits Deadstart as [/O Master Clear, term R30. 1/0 Master Clear is fanned
out to every CPU module. It enters the DC option on each CPU module as term 148.

The DC option receives CPU instructions as Channel Command bits 20 to 24, terms R50
to R54. The Channel Commands are identical to those received by the DA and DB
options. The DC option responds to CPU instructions 0010k (CA,Aj Ak), 0012;0 (CI,A)),
001251 (MC,Aj) and 033ij1 (Aj CE,A)).

The DC option makes memory requests to the DA option using LOSP Reference Request
and Write Request, terms R20 and R21. When a LOSP request makes it past conflicts
with other channels, the DA option acknowledges the request using the I/O Channel
designator bits, DC option terms I55 to [57. The DC option receives memory conflict
information through term [58. All of these terms are explained in “DA and DB Options”
in this section.

When an I/O channel memory request is granted, the YZ option transmits Reference
Acknowledge Designator bits 20 to 23 to the I/O control options. Bit 20 indicates a
memory read reference. Bits 21 and 22 indicate the channel type (0 =none, 1=LOSP,
2=HISP, 3=VHISP). Bit 23 indicates a memory write reference. The bits enter the YC
option as 140 to 143.

The DC option assembles input data by using Sample Data, term R1. Each time this
term is activated, it cause a parcel of input data to be read from the input channel.
Similarly, the DC option uses Data Out Advance, term R12 to disassemble output data.
Each time R12 is activated, a new parcel of data is sent to the output channel.

The DC option generates LOSP Error Flags (terms R80 and R81) for instruction 033¢/1.
Input channel errors (parity errors) are received by the DC option as terms [10 to [13 and
set term R80. Output channel errors (unexpected Ready received) are detected by the
DC option and set term R81.
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The DC option generates LOSP Input and Output Interrupt Requests (terms R80 and
R81) when a channel transfer completes or, for the output channel only, when an error
oceurs. .

The DD option is the HISP channel controller. It performs several major functions:

® It transmits all the control signals needed by the external device and receives
most of the control signals sent by the external dev1ce :

® Along with the external device, it controls all transfers across the HISP
channels.

® [t contains the HISP input channel Transfer Word Count (TWC) register.
¢ It makes memory requests for the HISP channels.

® [t controls the writing of data to the input buffers the the reading of data from
the the output buffers.

The DD option also detects uncorrectable {double-bit) errors which occur on HISP and
VHISP input transfers.

The following paragraphs describe the input and output terms of the DD option.

Most of the DD option input and output terms are connected directly to the HISP
channels. The input channel terms are Address Ready (differential pair 10/1), Transmit
Address(R0), Data Ready (I12/3), Transmit Data (R1), Last Word Flag (I14/5),
Uncorrectable Error (R2), Clear Channel (16/7), Address Error (R3), and Disable Error
Correction (18/9). The output channel terms are Address Ready (150/51), Transmit
Address (R40), Transmit Data (152/I153), Data Ready (R41), Last Word Flag (R42),
Uncorrectable Error (R43), Clear Channel (154/55), and Address Error (R3).

The DD option loads the input TWC register from the HISP input Address Channel. The
input Address Channel (bits 0 to 11) is received as terms [30 to [41. Input Address
Channel parity errors are received as terms 110 to 113. The DD option does not receive
the HISP output Address Channel, but it does receive output Address Channel parity
errors (terms [60 to 163). The DD option controls the loading of the Address Channels
into the DA and DB options. HISP In Address Ready (term R4) and HISP Out Address
Ready (term 45) perform this funection. Refer to “HISP Address Channels” in this
section for more information.

The DD option tracks the progress of a HISP input transfer by decrementing the TWC
register after each word is transferred; when the TWC register reaches 0, the transfer is
complete. When the last block of data is received (possibly containing less than 16
words), the DD option activates HISP In Final Block (term R62). The DA option uses
this term (along with TWC bits 20 to 23) to stop memory requests after the last word has
been transferred.

For HISP output transfers, the DD option relies on the DA and DB options to keep track
of the TWC. The DD option receives Block Length Borrow (terms 175 to I178) from the
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DA and DB options. When the TWC reaches 0, each of these terms is logic 1, indicating
that the transfer is complete.

HISP channel transfers in progress are aborted under two conditions. First, a channel.
error causes a transfer to stop. Second, 1/0 Master Clear (DD option term I81) stops
transfers on both HISP channels.

The DD option handles memory access for the HISP channels the same way that the DC
option handles LOSP channel memory requests. The DD options sends Memory
Reference Request and Memory Write Request (terms R60 and R61) to the DA option.
The DD option receives the I/O Channel Designator (terms ['70 to 172) and Conflict (term
180) from the DA option. It also receives the [/O References Acknowledge Designators
(terms I40 to [43) from the YZ option.

The DD option controls the writing of data from the HISP input channel to the input
buffers using six control terms. Five term, R20 to R24 (Buffer Write Address), select a
location in the buffers; R24 selects one of the two buffers. R20 to R23 select 1 of 16
locations within the buffer. The sixth term, R26 (Go HISP Data) latches the input data
into the selected buffer location.

The DD option controls the writing of data from the output buffers to the HISP output
channel. It uses five control terms, R50 to R54 (Buffer Write Address). R54 selects one
of the two buffers. R50 to R53 select 1 of 16 locations within the buffer.

The DD option uses several terms to detects uncorrectable data errors during HISP
input and output transfers and during VHISP input transfers. It receives Input Channel
Syndrome bits (I42 to [49) when a data word is received across a channel. If the number
of 1s in the syndrome is even and non-zero, a double-bit error occurred. The DD option
uses this information internally and also passes it to the DE option using term R27,
Input Channel Double-Bit Error. The DD option receives output channel error
information (that is, errors detected when reading from Central Memory) on term 168,
Output Channel Double -Bit Error. For maintenance purposes, activating Disable Port
D Error Correction (term I85), causes the DD option to ignore double-bit output errors.

The DE option is the VHISP channel controller. Two DE options on adjacent CPUs
control a single VHISP channel. They perform several major functions:

¢ They transmit all the control signals needed by the external device and
receives all of the control signals sent by the external device.

® They initiate all VHISP data transfers.

® Along with the external device, they control all transfers across the VHISP
channel.

¢ They make memory requests for the VHISP channel.

® They control the writing of data to the input buffers the the reading of data
from the the output buffers.
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The DE option on each CPU also performs several functions that are not specific to the
VHISP channels:

¢ It responds to CPU instructions 0012j0, 0012/1, 033ij0, and 033i;1.
o [t generate LOSP and VHISP channel interrupt requests.
The following paragraphs describe the input and output terms of the DE option.

Many of the DE option input and output terms are connected directly to the VHISP
channel. Some of the terms are identical on the DE option in both CPUs, while others
serve different function in each CPU. Data Ready (176) and Transmit Enable (I77) are
received by both CPUs. However Block Length Error (differential pair I170/71) is
received only by the lower-numbered CPU. The higher-numbered CPU receives
Acknowledge Clear on 170/71. The separate functions are denoted in the term name by
separating them with a “/” (that is, Block Length Error/Acknowledge Clear). Other
input terms the operate differently are Uncorrectable Error/Busy (172/73) and Done and
Empty/Offline (I74/75).

All DE option output terms to the VHISP channel operate differently on the two CPUs.
These include Clear Control/Null (R20) (“Null” means that the term is not used), Last
Buffer Write/ Set CA (R21), and Transmit Enable/Write Data Ready (R22).

The DE options on the two CPUs coordinate channel operations using two sets of cross-
coupled control signals. VHISP Data Ready Vote exits each DE option as R23 and enters
the other DE option as 178. VHISP Transfer Progress is similarly cross-coupled using
terms R24 and [79. Each DE option activates VHISP Data Ready Vote to indicate that it
is ready to transfer a buffer (16 words) of data across the channel. For an input transfer,
this term indicates that a buffer is empty and ready to be filled. For an output transfer,
it indicates that a buffer is full and ready to be emptied. VHISP Data Ready Vote must
be active on both CPUs before the transfer can proceed.

The other cross-coupled term, VHISP Transfer Progress consists of two signals that
alternate every CP. One signal, Phase 1, can be active only during CPs 1, 3,5, and so on.
The other signal, Phase 2, can be active only during CPs 2, 4, 6, and so on. Phase 1
indicates that a VHISP memory reference in progress on the CPU. Phase 2 is
transmitted only from the higher-numbered CPU to the lower-numbered CPU. It
provides three types off status information to the lower-numbered CPU by the number of
CPs that it is active. If Phase 2 is active for 1 CP only, it indicates that Acknowledge
Clear has been received from the external device. If Phase 2 is active for 2 alternate CPs
(for example, CPs 4 and 6), it indicates that the higher-numbered CPU detected an
uncorrectable VHISP data error. Finally, If Phase 2 is active for 3 or more alternate
CPs, the higher-numbered CPU is receiving Offline from the external device.

The DE option receives CPU instructions as Channel Command hits 20 to 24, terms 150
to I54. The Channel Commands are identical to those received by the DA, DB, and DC
options, except that the DE option receives them 3 CPs earlier. The DE option responds
to VHISP channel instructions 0010jk (CA,Aj Ak) and 0011k (CL,Aj Ak) to begin a
channel transfer. For instruction 0010jk on the lower-numbered CPU and for
instruction 0011j% on the higher-numbered CPU, the DE option generates Capture
VHISP Control, term R28. This term causes the DA and DB options to transmit the
appropriate signal (Block Address or Block Length) to the VHISP channel. For
instruction 0011k, the DE option on both CPUs receives Ak Bit 223 (term 168) to
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indicate the transfer direction; the DE option on the higher-numbered CPU generates
VHISP Bump CA + 1 (term R27) to increment the CA register to its correct initial value. »

The DE option handles memory access requests for the VHISP channels almost exactly
the same way that the DC and DD options handle memory requests for their respective
channels. The DE options sends Memory Reference Request and Memory Write Request
(terms R25 and R26) to the DA option. The DE option receives I/O Channel Designator
bits 20 and 21 (terms I55 and 156) and Conflict (term I80) from the DA option. It also
receives the I/0 References Acknowledge Designators (terms 140 to I43) from the YZ
option. The DE option generates Enable Error Correction (term R10) from the I/O
channel designators to indicate that data received from a channel is to be processed by
the SECDED logic. R10 is logic 0 for LOSP transfers and logic 1 for HISP and VHISP
transfers.

A VHISP channel transfer stops when the BL register decrements to 0. Options DAO,
DBO, and DB1 inform the DE when this occurs by sending Block Length Borrow (DE
option terms 164 to 166). When all three of these terms are logic 1, the transfer is
complete. A VHISP transfer in progress is stopped if the DE option receives /0O Master
Clear (term I81) or if a fatal error occurs. Two types of fatal errors can occur. Block
length errors are detected by the external device or by the DE option. Uncorrectable
data errors are detected by the external device or by the SECDED logic in the
mainframe. Uncorrectable errors detected by the mainframe enter the DE option as 10
(Input Channel Double-Bit Error) and [10 (Output Channel Double-Bit Error).

The DE option controls the transfer of data between the VHISP channel and the data
buffers. For input transfers, the DE option controls the reading of data from the channel
to the input buffers; term R34 selects one of two input buffers and term R29 (VHISP GO
Write) latches the data into the buffer. For output transfers. the DE option controls the
writing of data from the output buffers to the channel; term R35 selects one of two output
buffers. For both input and output transfers, terms R30 to R34 (VHISP Buffer Address)
select 1 of 16 locations within the active buffer. Because input and output transfers
cannot be active simultaneously, only one set of VHISP Buffer Address terms is needed
for both sets of buffers.

The DE option responds to CPU instructions 0330 (Ai CA,Aj) for the LOSP channels
and 033i1 (Al CE,Aj) for the LOSP and VHISP channels. LOSP instruction 0330
causes the DE option to activate Gate Ai Data (RO for the input channel, R1 for the
output channel). Gate Ai Data causes the DA and DB options to output the appropriate
CA register. LOSP instruction 033ij1 causes the DE option to read the appropriate
LOSP Error Flag (I30 for the input channel, 131 for the output channel) and transmit it
to Ai Data Bit 20, term R5.

VHISP instruction 0331 causes the DA and DB options to output the VHISP Status
Word. The DE option sends Gate Ai Data (term R2) to DA and DB options. It also sends
VHISP Status Bits 218, 219 and 221 to 222 to DB1 and DB2. The DA and DB options
combine the VHISP BL register and the Status Bits to form the VHISP Status Word.

The DE option receives LOSP channel interrupt requests from the DC option as terms
R82 (input channel) and R83 (output channel). The DE option generates VHISP channel
interrupt requests internally. Each of these signals goes to logic 1 when the request is
made and remains at logic 1 until the interrupt request is cleared by a 00120 (CLAj) or
001271 (MC,A)) instruction.
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When one of the interrupt request signals goes to logic 1, it causes the DE option to
activate Interrupt Request (R50-LOSP input; R51-LOSP output; R52-VHISP). Interrupt
Request goes to logic for 1 CP to indicate that a request is beginning. The next 3 CPs,
Interrupt Request serially transmits a CPU number (most significant bit first). The
CPU number is the CPU that most recently cleared the channel’s interrupt request
(using a 0012j0 or 00121 instruction). (This CPU will normally receive the interrupt
request. However, if another CPU has its SEI bit set or is holding issue on a test and set
instruction, the interrupt request will be sent there.) After the CPU number is sent,
Interrupt Request returns to logic 1.

Interrupt Request remains at logic 1 until cleared by a 001270 or 0012/1 instruction. A
0012j0 or 0012j1 instruction also transmits the number of the CPU that originated the
instruction to DE option terms 134 to I36 (CPU Designator), where it is latched and used
for the next interrupt request. '

HISP Address Channels

.Each HISP channel has a 16-bit-(1-pareel)-address-channel-which the external device-
uses to load the SA and TWC registers in the mainframe. Three transfers across the
channel are required to load both register. Parcel 1 contains SA register bits only, while
parcels 2 and 3 contain SA and TWC register bits. Four parity bits are transmitted with
each parcel for error checking.

The HISP input and output address channels are identical. Each uses four DP options ,
with each DP option receiving four channel bits and the corresponding parity bit.
Figures 9-8 and 9-9 show the address channels.

i DP2_Bits 12 to 15
| DPO_ Bits 8 to 11
[ DP6 Bits 4 to 7
DP4 Bits 0to 3
(HISP In) _Address Channel . Address Channel (DA, DB, DD)
150/51-156/57 R50-53
(HISP In) Address Channel DO [~ Address Channel Parity (DD)
Parity  158/59 / — R4

Figure 9-8. HISP Input Address Channel

The DP options pass the address channel bits to the DA, DB, and DD options. Each DP
option also performs odd parity checking. If no parity error occurs, the DP option
receives an odd number of 1s among the four address bits and one parity bit,and term
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| DP3 Bits 12 to 15

| DP1_Bits 8 to 11
L DP7 Bits4to7
DP5 Bits 0 to 3
(HISP In) Address Channel _ - Address Channel (DA, DB)
150/51-56/57 R50-53
=
(HISP In)

Address Channel D" |~ Address Channe! Parity (DD)
Parity  158/59 / —  R54

Figure 9-9. HISP Output Address Channel

R54 is logic 0. If an even number of 1s is received, a parity error has occurred and R54 is
logic 1. '

Because each address channel transfers data in three parcels, each bit may perform up to
three functions. Tables 9-10 and 9-11 show the function of each bit in each parcel of the
input and output address channels. The tables also show the the destination for each bit
(a DA, DB or DD option) and the DP option for each 4 bit group.

Input Data Paths:

DJ Option

9-36

The input data paths transmit data from the I/O channels to Central Memory. As
shown in Figure 9-10, twelve options comprise the input data paths: eight DJ and four
YR options. The DJ options receive data from the channels. The YR options generate
check bits and, for the HISP input and VHISP channels, perform data error detection
and correction. The operation of the DJ and YR options is explained in the following
subsections.

The DJ options receive data from the LOSP input, HISP input, and VHISP channels and
transmit the channel data to the YR options. The DdJ options can receives data from all
of the channels simultaneously. However, they can transmit only one data word each
CP. The following paragraphs describe how the DJ options receive LOSP, HISP, and
VHISP data and transmit the data to the YR options.

The DJ options receive LOSP input data one parcel at a time, and assemble four parcels
into a 64-bit word. Four of the DJ options also perform parity checking on the data.
Each DdJ option receives two data bits from the LOSP input channel as differential pairs
[140/141 and 142/143. DJ4 through DJ7 also receive a parity bit as 1144/145. The DJ
options receive Sample LOSP Data as term 149. This term, when active for 1 CP, causes

PRELIMINARY INFORMATION 4/11/88
CRAY PROPRIETARY



Table 9-9. HISP Input Address Channel Bits

Function and Destination

Parcel DP2 (parity bit 3) DPQ (parity bit 2) DP6 {parity bit 8) DP4 (parity bit 4)

Bit Bit Bit | Bit Bit Bit Bit Bit Bit Bit Bit Bit Bit Bit Bit Bit
15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

1 SA SA SA SA SA SA SA SA SA SA SA SA SA SA SA SA
29 231 230 229 228 227 226 225 024 223 222 221 220 219 218 217
D80 Not Not Not OB2 | DB2 | DB2 | DB2 | DB2 | DB2 | DB2 | DB2 | DBt DB+ DB1 DB1
14 Used | Used | Used 117 116 115 14 113 112 (11 10 17 v 16 115 114

2 SA SA SA SA SA SA SA SA SA SA SA SA SA SA TWC | TWC

213 212 211 210 216 o8 o7 26 25 24 23 22 21 20 213 212

DB1. | DBo | DBO | DBO | DB1 | DBO | DBO | DBO | DBO | DAO DAO DAO | DAO | DAO | DDO | DDO ,
{10 117 116 115 13 {13 112 - 111 {10 116 115 14 113 12 131 {30

3 Not Not SA SA TWC | TWC | TWC | TWC | TWC | TWC | TWC | TWC | TWC | TWC | TWC | TWC
Use¢ | Used | 219 214 211 210 29 28 o7 26 25 24 23 22 21 20
DB1 DB1 DDO DDO DDO DDO DDO DDO DDO DDO DAO DAO DAO DAO

12 11 141 {140 139 138 137 136 135 134 13 112 11 110
and and and and

DDo | DDo | DDo | DDO
133 132 131 (30




Table 9-10. HISP Output Address Channel Bits

Function and Destination

Parcel DP3 (parity bit 3) DP1 (parity bit 2) DP7 (parity bit 1) DP5 (parity bit 0)
Bit Bit Bit Bit Bit Bit Bit Bit Bit Bit Bit Bit Bit Bit Bit Bit
15 14 13 12 11 10 g 8 7 6 5 4 3 2 1 0
1 _ SA SA SA SA SA SA SA SA SA SA SA SA SA SA SA SA

29 231 230 229 228 227 226 225 224 223 022 221 220 219 218 217

DBO Not Not Not DB2 | DB2 | DB2 [ DB2 | DB2 [ DB2 | DB2 { DB2 | DB1 | DBt | DB1 | DB1
134 Used | Used | Used 137 136 135 134 {33 132 131 130 {37 136 135 (34

2 SA SA SA | SA SA SA SA SA SA SA SA SA SA SA TWC | TWC
213 212 211 210 216 28 27 26 25 24 23 22 21 20 213 212

DB+ DBO | DBO | DBO | DBt | DBO | DBO | DBO | DBO | DAO | DAO { DAO | DAO | DAO | DB2 | DB2
130 137 136 135 133 133 132 131 {30 126 125 124 23 122 140 139

3 Not Not SA SA | TWC | TWC | TWC | TWC | TWC | TWC | TWC | TWC [ TWC | TWC | TWC | TWC
Used | Used | 215 214 21 210 29 28 | 27 26 25 24 23 22 21 20

DBt | DB1 | DB2 | DB1 | DB1 | DB1 | DBO | DBO | DBO | DAO | DAO | DAO | DAO | DAOQ
132 131 {38 140 139 138 140 139 138 124 123 122 121 {20
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DJ4 Bits 250,251,248 249 218 219 216 217 266

}/\i\ E)Jg Bitg 244-247 212215 269

DJO Bits 232-235 20.23 264

(DD} Wrile Address 20-23 110-113 > T
DL (DD) Write Buffer Select 114 > ;
2¢cp _Go Write 115 > Port 1 F YR15
Delay Go Data 116 5] (HISP i) --Rf¥ Bits 224-231,256.263 267,271
: . i . R¥ — (D
| (HISP In) Write Data 1100/101-116/117 DJ Options NS S—— NG e
Dy Write Address 20-23 _130-133 > (group 1) ! Bits 216-223,248.255 266,570
(DD ) 1CP | Write Buffer Select 134 > A :
Delay _Go Write 135 .| Port2 ~ YR13
>
VHISP Bits 28.215.240_247‘265’269
ﬁo'Dala _136 > { ) /O lnput :
(VHISP) Write Data 1120/121-136/137_,} ' 10-7
I i YR12
147 > Data Buffers N L___\ I/(}gala | Bits 20-27,232.239 264 268 RO-R15 . (YC,YD)
Sample LOSP Data___| 149 ! B2 T e T ' VoData
18-15
Read Address 20 10 23 | 150 to 153 > o oan
Read Pori Select 154 > Iy J
—T T g o .
_Go LOSP Data L 155 > L/0 Cheeni YR Options R16,17 »(YO)
\ L
e -—-——->I42 1/0 Check Byte
LOSP Swap Data Hold
LLOSP Swap Data Data
Wi /
P 3 IO Check
Enable . . R26,27 +—»0D)
lDJG Bits 258,259,256 257 226,227 224 225 267777 / Err. Cor. Bit Generation 110 Syndrome L’(fo-HH)
{
[ DJ5_Bits 254,255,252,253,222,223 220 221 270 (Hi-o) 12 |
sz Bits 240-243 28.211 265 Maint
DJ1 Bits 236-239,24.27 268 Sefect [ Rig25
(DE) Write Address 20-23 110-113 > v 118-41 -
. (DA) Write Buffer Select 114 > g
‘ Port 1
(DE) Go Write 115 P RQ-T .
1cP " Go Daia e e (VHISP ) ; J Partial Check Byte
Wi . R .
Delay (VHISP) Write Data 1100/101-116/117 _,, DJ OpthﬂS (—— | - — - (L«
Write Address 20-23 | 130-133 N (group 2)
DJ§ Write Buffer Select 134 >l
1CP | | Go Write 135 > Port 2
Delay Go Data 136 | HISP In) /O Input
(HISP in) Wrile Data 1120/121-136/137 pL
VS33 147 Data Buffers R20
(Ckr_ 1 1CP L | ooy Sample LOSP Data 149
Delay
(DA) Read Acdress 2010 23 150 1o 153 -
(LA) Read Port Select 154
(DA) Go LOSP Data 155
\,\/,‘}(‘ L .
ok
\)j ~Figure 9-10. Input Data Path Block Diagram
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the DJ options to latch the input data. At this time, each DJ option contains two data
bits. However, the bits on four of the options are not in the correct position to be sent to
the YR options. (For example, after parcel 0 is received, DJO contains bits 248 and 249,
these bits must be sent to YR14 from DJ4). An additional problem is that parity
checking is done on four-bit groups and cannot be done where only two bits available.

To place the data bits in the proper positions for transmission to the YR options and for
parity checking, the DJ options perform a swap sequence after each parcel is received.
During the swap sequence each option retains its own data bits, but also swaps data bits
with another DJ option. (DJO0 swaps data with DJ4, DJ1 with DJ5, DJ2 with DJ6, and
DJ3 with DJ7.) At this point each Dd option contains four data bits, two that it received
from the channel and two that it received from another DJ option. This allows DJ4
through DJ7 to perform parity checking and allows four DJ options to latch the data bits.
(DJ0 to DJ3 latch the data from parcels 1 and 3; DJ4 to DJ7 latch the data from parcels 0
and 2). The data bits are latched until all four parcels have been received.

During the swap sequence, data is swapped in and out of each option serially, using
terms 147 and R20. The two data bits from each option are transmitted in two successive
CPs; the most significant bit is transmitted first. The swapped data bits are not sent
directly from their source option to their destination option. Instead, the data bits are
delayed in the swap data path of an other DJ option. For example, a swap data bit from
DJO0 exits term R20 and enters DJ1 term I47. Two CPs later, it exits term R20 and
enters DJ4 (its destination) term I 47.

Table 9-11 shows how each bit is swapped. Each entry in the table shows two data bits.
The row indicates their parcel and the column indicates their positions within the
parcel. The column also indicates the corresponding parity bit and the option which
performs the parity checking. For example, data bits 248 and 249 are received as parcel
0, bits 0 and 1. These bits correspond to parity bit 0; parity checking is performed on
option DJ4. Within each table entry, below the bits, are three options. The first option is
where the bits are received from the channel. The second option is where the bits are
delayed during the swap sequence. The third option is where the bits are received at the
end of the swap sequence. Using the previous example, bits 248 and 249 are received
from the channel on DJO. During the swap sequence that occurs after parcel 0 is
received, these bits exit DJ0, pass though DJ1, and enter DJ4.

Table 9-11 shows that each bit is swapped after it is received from the channel.
However, not all swapped data is used. Some of the swapped data bits are used only for
parity checking, while other swapped data bits are not used at all. The unused bits are
shown in the table.

The DJ options receive Sample LOSP Data, term [47, for 1 CP each time a parcel is
available on the channel. This signal causes each option to latch the data and begins a
swap sequence. At the end of the swap sequence, the data is latched again; each bit is
now correctly positioned for transmission to the YR options. A parity check is also
performed at the end of the swap sequence; a parity crror scts a flag in DJ4, DJ5, DJ6, or
DJ7. Four swap sequences are required to latch an entire 64-bit word; a 2-bit counter in
each DJ option keeps track of the number of swap sequences that have occurred. The
parity error flags are cleared and the swap sequence counters are reset to 0 when term
147 is received for 2 or more successive CPs; this oceurs when the channel is initialized.

The DJ options receive HISP and VHISP data in complete words; 64 data bits and 8
check bits are received simultaneously. Each DJ option receives nine bits, eight data
bits and one check bit. The DJ options contain the HISP and VHISP input data buffers.

PRELIMINARY INFORMATION /11/88
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Table 9-11. LOSP Input Data Swap

Parcel Bits
Parcel Parity Bit 0 (DJ4) Parity Bit 1 (DJ5) Parity Bit 2 (DJ6) Parity Bit 3 (DJ7)
0,1 2,3 4,5 6,7 8,9 10,11 12,13 14,15
0 Bits 248, 249 | Bits 250, 251 | Bits 252, 253 | Bits 254, 255 | Bits 256, 257 | Bits 258, 259 | Bits 260, 261 | Bits 262, 263
DJO DJ4 DJ1 DJ5 DJ2 DJ6 DJ3 DJ7
->DJ1 -»DJ5 »>DJ4 -DJo -»>DJ3 ->DJ7 >DJ6 -»DJ2
-»DJ4 -»DJ0t »>DJ5 ->DJ1t -»DJ6 -»>DJ2t ->DJ7 -»DJ3%
1 Bits 232, 233 | Bits 234, 235 | Bits 236, 237 | Bits 238, 239 | Bits 240, 241 | Bits 242, 243 | Bits 244, 245 | Bits 246 | 247
DJO DJ4 DJ1 DJ5 DJ2 DJ6 DJ3 DJ7
-DJ1 ->DJ5 >DJ4 ->DJ0 >DJ3 ->DJ7 -DJ6 -DJ2
->DJ4t ->DJo -DJ5t -»DJ1 -»DJ6t -»DJ2 -DJ71 ->DJ3
2 Bits 216, 217 | Bits 218, 219 | Bits 220, 221 | Bits 222, 223 | Bits 224, 225 | Bits 226, 227 | Bits 228, 229 | Bits 230, 231
DJo DJ4 DJ1 DJ5 DJ2 DJs DJ3 DJ7
-»DJ1 -»DJ5 ->DJ4 -»DJO -»>DJ3 ->DJ7 >DJ6 »DJ2
->DJ4 -»DJ0t -»DJ5 -»DJ1t ->DJ6 ->DJ2% ->DJ7 ->DJ3f
3 Bits 20, 21 Bits 22, 23 Bits 24, 25 Bits 26, 27 Bits 28, 29 Bits 210, 211 Bits 212, 213 | Bits 214, 215
DJO DJ4 DJ1 DJ5 DJ2 DJ6 DJ3 DJ7
-»DJ1 - »DJ5 >DJ4 ->DJ0 -DJ3 - ->DJ7 »DJ8B »DJ2
-»DJ4t =DJ0 -»DJ5¢t - DJ1 -»DJ6t ->DJ2 ->DJ7t -»DJ3

t These bils are swapped only fbr parity checking. .
1 These bits are used only in the option where they were received from the channel.
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Each DJ option contains two inputs data ports. The HISP channel uses port 1 on DJO,
DJ3, DJ4, and DJ7 (option group 1) and port 2 on DJ1, DJ2, DJ5, and DJ6 (option group
2). The VHISP channel uses the remaining port on each option. Each port contains two
16-word data buffers. Within each port, one buffer is selected to receive data from the
channel; the other buffer is then automatically selected to transmit data to the YR
options.

HISP channel data is received on differential pairs 1100/101 to [116/117 in the group 1
options and on 1120/121 to 1136/137 in group 2. When the HISP data is ready, the
options receive Go Data (I16 in group 1, I36 in group 2), which latches the data in the
options. Two CPs later, they receive Go Write (115 or I35). This signal writes the data
into one of the two buffers. Write Buffer Select (114 or 134) selects the buffer and Write
Address 20 to 23 (110 to I13 or 130 to 133) select one word within the buffer.

VHISP channel data is received on differential pairs 1120/121 to I136/137 in the group 1
options and on 1100/101 to [116/117 in group 2. The options receive Go Data (I36 in
group 1, [16 in group 2) once every 2 CPs, which latches data in the options regardless of
whether the channel is active. However, the DJs receive Go Write (I15 or I35) only when
data is being transmitted from the SSD. This signal writes the data into one of the two
buffers. Write Buffer Select (134 or I15) selects the buffer and Write Address 20 to 23 (130
to I33 or 110 to [13) select one word within the buffer.

The Dd options can transmit one word of LOSP, HISP, or VHISP data to the YR options
during each CP. When term I55, GO LOSP Data, is active, LOSP Data is selected.
When term [55 is not active, HISP or VHISP data is selected. Term I54, Read Port
Select, selects between HISP and VHISP data. When HISP or VHISP data is selected,
terms 50 to [53, Read Address 20 to 23, select 1 of 16 words in a buffer. There is no input
term to select a HISP or VHISP buffer; for each channel the buffer that is not selected for
writing channel data is automatically selected for reading.

[/O data exits the DdJ options as terms R0 to R7. When HISP or VHISP data is selected,
term R9 is a check bit. When LOSP data is selected, R8 on DJ4 to DJ7 is a parity error
flag; R8 on DJO to DJ3 is not used.

The YR options receive channel data from the DdJ options and transmit the data to
Central Memory. When processing LOSP data, the YR options generate a check byte.
When processing HISP and VHISP data, the YR options perform error detection and
correction on the channel data, generating corrected data and check bits.

The YR options receive /0 data as terms 10 to [15. HISP and VHISP check bits are
received as terms [16 and [17. 116 and [17 are not used for LOSP data. Term [43, Enable
Error Correction, is active for HISP and VHISP data and inactive for LOSP data. When
this term is active, it causes the YR options to use the data and check bits received from
the channel, perform error detection, and generate corrected data and check bits. When
143 is inactive, the YR options simply generate check bits from the data received from
the channel. Term [42, Hold Data, is active during Port D memory conflicts. It causes
[/O data to be held in the YR options.

YR option terms RO to R15 are the [/O data bits for Central Memory. Terms R16 and
R17 are the check bits. Terms R26 and R27 are syndrome bits; they are always 0 for’

PRELIMINARY INFORMATION 4/11/88
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LOSP data. Terms R18 to R25 are partial check bytes which feed into other YR options
as terms 18 to [41. :

A maintenance feature is built into the YR options. When term [52, Maintenance
Select, is active, normal error detection and check bit generation is disabled. Data bits
20 to 27, 29 to 215, 217 to 223, 225 to 231, 233 to 239, 241 to 247, 249 to 255, and 257 to 263 pass
through without correction. Data bits 20, 28, 216,224 232 240 248 and 256 are replaced
by uncorrected check bits 0 to 7. The corrected check bits are replaced by the syndrome.
The syndrome outputs are forced to 0.

Output Data Paths

/11/88

The output data paths transmit data from Central Memory to the I/O channels. As
shown in Figure 9-11, the input data paths consist of eight DP options. The operation of
the DP options is explained in the following paragraphs.

The DP options receive data from Central Memory and transmit the data to the LOSP
output, HISP output, and VHISP channels. For LOSP data, the DP options disassemble
a data word into four parcels.and generate four parity bits for each parcel. For HISP and
VHISP data, the DP options provide buffers between Central Memory and the channels.
The DP options can receive only one data word from Central Memory each CP. However,
they can transmit data to all the channels simultaneously.

The DP options receive data from Central Memory as terms I0 to [8. 10 to I7 are data bits
and I8 is a check bit. If the data is for LOSP output channel, the DP options receive
Sample LOSP Data, term I15. This term latches the data into the options and begins
the data disassembly process. At this time, each DP option contains eight data bits and
has generated two parity bits. However, half of the data bits are not in the correct option
to be sent to the LOSP channel. (For example, DP0 contains bits 20 to 23 and 232 to 235,
bits 22, 23, 234, and 235 are sent to the channel from DP4.) An additional problem is that
DPO0 to DP3 must send all 16 parity bits (4 bits X4 parcels) to the channel, DJ4 to DJ7
now contain eight of the parity bits.

To place the data and parity bits in the proper positions for transmission to the LOSP
channel, the DJ options perform a data swap sequence. During the swap sequence each
option retains four of its data bits, but swaps the other four data bits with another DP
option. (DPO swaps data with DP4, DP1 with DP5, DP2 with DP6, and DP3 with DP7.)
The same pairs of DP options also swap parity bits. However, each option keeps its own
parity bits in addition to swapping them. At the end of the swap sequence, all of the data
bits are in the correct options and DJO0 to DJ3 contain all of the parity bits. (DJ4 to DJ7
also contain all the parity bits, but they are not used.) Data and parity bits are sent out
to the channel one parcel at a time; a new parcel is sent each time the DP options receive
LOSP Data Advance, term I140. The LOSP data bits are transmitted through terms R30
and R31. Parity bits are transmitted through term R32 on DPO to DP3.

During the swap sequence, data and check bits are swapped in and out of each option
serially, using terms 141 and R35. The four data bits and two parity bits from each
option are transmitted in six successive CPs. The swapped data bits are not sent directly
from their source option to their destination option. Instead, the data bits are delayed in
the swap data path of an other DJ option. For example, a swap data bit from DPO exits
term R35 and enters DJ1 term [41. Six CPs later, it exits term R35 and enters DJ4 (its
destination) term [ 41.

PRELIMINARY INFORMATION 9-43
CRAY PROPRIETARY



(¥YZ)

(¥Z)

Memory Data

I DP7 Bits 230,231,228 229,262 263 260 261 371

[Dp4 Bits 218,219 216 217 250 251 248 249 266

rDPS Bits 212-215,244-247 269
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DPO Bits 20-23,232.235 264

Read Data  (HISP Out)

LOSPData . (LOSP Out)

LOSP Parity . (LOSP Out)

Read Data _ (HISP Out)

LOSPData , (LOSP Out)

LOSP Parity . (LOSP Out)

R35

G N‘” Figure 9-11. Qutput Data Path Block Diagram
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Table 9-12 shows all the data and parity bits that are swapped. The first column shows
the six bits that are swapped out of each option in the order that they are transmitted.
The second column shows the options where the swap bits originate, pass through, and
terminate.

Table 9-12. LOSP Output Data Swap

Bits Swap Path
parcel 1 parity 0, data 235, 234, parcel 3 parity 0, data 23, 22 DPO-»DP1->DP4
3rity 1, data 239, 238, parcel 3 parity 1, data 27, 26 DP1-DP4-DP5

ol q,é?a oY) %7 pagsl 3 pariy 2, data 211,210 | DP2->DP3->DP6

& 4/“(4. J e y —
ata 543 256 pak aring’3, Qo DP3->DP6>DP7

N J )
2 g Q§P4?“I5'F’§ 3DPp
parcel 0 parity 1, data 253 25'2 DP5 —§BF‘KO§>5‘§1
ey O ] '\-va A FE Yo,

parcel 0 parity 2, data 257, 256, parcel 2 parity 2, data 225, " fDPB% DP7->DP2
parcel 0 parity 3, data 261, 260, parcel 2 parity 2, data 228, 229 DP7-»DP2>DP3

If the Central Memory data received by the DP options is for the HISP or VHISP
channels, the data is sent to one of two ports. On DPO, DP3, DP4, and DP7 (option group
1), Port 1 receives HISP data and Port 2 receives VHISP data. On DP1, DP2, DP5, and
DP6 (option group 2) Port 2 receives HISP data and Port 1 receives VHISP Data. When
memory data is received, term [14, Write Port Select, sends the data to the proper port.
Go Write, term [18, writes the data into the port. Within each port are two 16-word data
buffers. At any time, one buffer is selected to transmit data to the channel. The other
buffer is then automatically selected to receive data from memory. Write Address, terms
110 to I13, selects one word in the receiving buffer.

Data is read out of the buffers using two sets of control signals. Read Buffer Select (term
124 for port 1, term 134 for port 2) selects one of the two buffers in the port. Read Buffer
Select 20 to 23 (120 to 123 for port 1, 130 to 134 for port 2) select one of 16 words. Ports 1
read data exits as terms RO to R8. Port 2 read data exits as R20 to R28.

PRELIMINARY INFORMATION 8-45
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11 - SYSTEM CLOCK

The entire mainframe is synchronized by the system clock. The System Clock module
generates the system clock and fans out the clock signal to all other mainframe modules
and the SSD solid-state storage device.

Th _'*’};E“‘mvc ck module consists of one single-sided printed circuit board mounted in

€. Vsloﬁélofﬁ’t e mog I% %dSQIS [t has provisions for containing up to seven crystal
oscillators. ™ttid deth of Lg‘&na %even oscillators on the System Clock module.

The syst?"r”ﬁ*g a&man aiso b@ sum‘?lg,(j Lowhe syStem by use of an external clock produced
by a stargd gléi; nué\(;;‘gfb,gf C\feixna:ﬁclocl{g?\w}.@l yﬁ"rr@xbflq clock spged setlings.

g 3!' . o L4:F3
g fg Eg {:: £ pra f s ¥
OPTION DESCRIPTIONS DAY YU
. S E 3,&’: _.' 5 £
e ¥ G Agwen
The following subsections provide a hrief description of th ;Llaﬁsfk)t;;t@d ').m and
associated with the System Clock module. o,

TM Option

The TM option is used exclusively on the CPU module. There is one T'M option per board
for a total of four per CPU module.

The TM option provides the instruction buffers (HS options), IO data input buffers (DJ
options), I/O data output buffers (DP options), and the vector registers (VS options) with
a Write Enable signal and a Clock pulse.

TO Option
The TO option contains fanouts for the system clock. Each TO option has four internal
levels of fanout. Option TO10 contains fanouts for forced zeros and ones.

TP Option
The TP option functions as a Clock Pulse/Timing generator and conlains the first-level
fanout for the system clock. The TP option interprets the Clock Select signal generated
by the deadstart panel switch settings and fans out the selected clock speed to the TO

option. The TP option also performs a divide-by-two on the mainframe clock that is used
in data transfers over the 1000 Mbyte/s very high-speed (VHISP) channels to the SSD.

CMM-— CRAY PROPRIETARY : AR -
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ZA Option

The ZA option contains 4 one-to-eight or 34 one-to-one fminouts. There are four groups
with cight fanouls in cach group. Fach group has a forced 1 that allows the fanouts in
the group to be active. In addition to the four groups of eight, there are Lwo independent
fanouts that do not require an enable term. The ZA option allows for the clock signal
comparison of the SSD clock and CRAY Y-MP clock.

CLOCK SPEED SELECT

The System Clock module may contain up to seven crystal oscillatoc-controlled
frequencies and a provision for running from an external frequency source. The clock
sources are switch selectable from the deadstart panel.

Figure 11-1 is a block diagram of the System Clock fan-out scheme. The desired clock
speed is selected by setting the mainframe deadstart panel switches to the appropriate
posilions shown in Table 11-1. Each switch generates its own | term (10 through 12 for
switches 0 through 2 respectively) that are sent to edge connector CN4 on the System
Clock module. Edge connector CN4 sends the Clock Select signal to option TP0. The
Clock Select signal on option TP0 selects one of seven clock speeds or external clock. The
seven clock speeds are generated from the oscillators and the external clock is generated
from an external generator. A forced 1 on option TPO input [18 disables the test path.

An external signal gencrator may be used to provide clock signals through an external
input. The external signal generator is cabled to the System Clock module through a
conhex (defined in the "System Clock Module” subsection in Section 1 of this manual)
located on the front of the module. The external source then determines the {requency of
the system clock.

The external clock provides a backup in case of crystal oscillator failure. It is also useful
when conducting tests that require (requencies not provided by the seven oscillators.

CRAY Y-MP MAINFRAME TO SSD DATA TRANSFER CLOCK

“The [18 term enables an SSD Divide-by-two signal on the TPOQ option. This signal
provides a clock for the data transfer over the VHISP channel to the SSD. The CRAY
Y-MP mainframe clock is divided by two because the SSD operates at one half the rate of
the CRAY Y-MP mainframe's clock.

The clock pulse fanned out by option TO6 through edge connector CN13 on the clock
module is sent back onto the clock module through edge connector CN19. [idge
connector CN19 to TO8 to ZAO network produces a simulated clock. This simulated
clock network serves as a reference point and is used for clock tuning on the VHISP.

CRAY PROPRIETARY CMM- -



~NND

Deadstart Panel Switchas

(Cluck Spend Saelact)

ABV1315d0d"d AvHO

ég éé éé cNo Rl T
2 1 O CN1 en.12
cne Bz
CN3 =
n »{ Cinek Spleey (38-37 —) __R K ™ 1NN ©21.12
1 N 10 el
| CNa TPO RiQ 11 CNs An12 S Memary
0y _ BT 10 14
Ry S .
By
ITH Riz1e : CNg
: - -
Oscillators P F
P poone TOO0-7 o :
Externat TO6 RI.165.18.31
Clock
IN? 9132
Test Path Disabled e -
[IRTTICIRT] L Lo Sigedinen Ul s Mol @ =
T PU ang
hwnmi____JMLH 2116 | B115_y Forcea _.ijiMSMwww
TO1O CN18 CN16 20:17,
R 4 > 1317.’12;» R Z«“")__ Forgind )
| Cnia BRI ) SSDVHISP Clock CN17 s - |
CNa /ORI SSD VHISP
CN4 R2.9 > 8§SD Phase Sync to CPU
R et et et
!
'
1 5 ” o
vy - CNi18 TO8 122918 1457010321205 19192022 > L R20 22 LOutpuls of SSD Ten: Fomi Pan
Forced ! L.LDLL!.M__» ZAO
Forcea 1 198

Ouipul Termmativn

Ra578
Forcea 0 ;; :

suonesadQ jo A108U] SaLaS dN-A AVHO

gil

Figure 11-1. System Clock Block Diagram

BINPON 201D WwdIsAS



System Clock Module CRAY Y-MP Series Iheory ot Uperations

Table 11-1. CRAY Y-MP Clock Speeds

Panel
Switches

Description Speed
22 21 20
0 0 0 Super Slow (S Slow) to be determined
0 0 1 Slow ‘ to be determined
0 1 0 Normal (Norm) , 6.0 ns
0 1 1 Fast ' to be determined
1 0 0 Auxiliary 0 {Aux0) to be determined
1 0 1 Auxiliary 1-(Aux1) to be determined
1 i 0 External Clock (Ext) to be determined
1 i 1 Auxiliary 3 {Aux3) - to be determined

FORCED 0 AND 1 FANOUTS

The TO10 option to edge connector CN 18 circuilry sends forced 0s and s to the memory
modules. The forced 0s and 1s control memory access timing. Forced 0 terms R1
through R16 control the CPU Bank Busy Select, CPU Subsection Busy Select, Select
Delay, and Bank Busy Time Select Bit 1 signals generated by the memory module
options. Forced 1 terms, R17 through R32, control the Bank Busy Time Select Bit 0,
Select 3 CP Wide Write Enable Pulse, and Force 1 Fanout signals. For a detailed
description of these signals and their functions, refer to Section 2 in this manual.

FAN-OUT SCHEME

The output terms, RO through R7, from the TPO option, are the first-level clock fanouts
sent to the TOO option through TO7 options on the System Clock module. Output terms
R8 through R11 are copies of the SSD clock described in the “CRAY Y-MP Mainframe to
SSD Data Transfer Clock” subsection. One copy is assigned to one of four 1000-Mbyte/s
channels. Option TPO outputs terms R12 through R19, SSD Clock Phase Sync signals, to
edge connector CN4. The CRAY Y-MP mainframe decides which hall of the divided
CRAY Y-MP System Clock the SSD is using for 1000 Mbyte/s data transfer into the SSD
by referencing the SSD Clock Phase Sync signal. These signals are transferred from
edge connector CN4 on the System Clock module to the CPU module as terms R2
through R9.

CRAY PROPRIETARY CMM .
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Options TOO through TO7 are clock fan-out chips. They fan out copies of the clock Lo all
CPU and memory modules. All CPU and memory modules contain T'O options on boards
A through D. The TO options on the CPU and memory modules receive clock signal
fanouts from the TO options located on the System Clock module. TO options on CRU
and memory modules supply clock pulses to all the chips on their respective boards
Fach TO option has a possible 32 outputs (terms R1 through R32). Refer to Table 11-2
for option TOO through TO7 clock signal source and destination information.

Table 11-2. TOO through TO7 Fanouts

Destination
Option Connectors Modules
(Chassis Slots)
TOO0 CNO, CN1 Slot #s 14-16 and
25-28
TO1 CN2, CN3 Slot #s 7-13
TO2 CN5, CN6 Slot #s 1-6 and 17
TO3 CN7, CN8 Slot #s 18-24
704 | CNg, CN10 Siot #s 34-40
TO5 CN11, CN12 Slot #s 29-33
TO6 CN13 Slot # 41
TO6 CN14, CN15 Slot #s 17-22 and
24
TO7 CN16, CN1t7 Slot #5'17-23

For module chassis locations, refer to Figure 1-5.

A Simulated Clock signal is generated by option TO8, term R17, and is sent through
edge connector CN13 on the clock module. This signal is routed back onto the clock
module through edge connector CN19. Option TO6 sends write enable signals through
edge connectors CN14 and CN15 to the TM options on the CPU hoards. The TM options
send the write enable signals to the Instruction buffer (HS option), I/O Data Input buffer
(DJ option), I/O Data Output huffer {DP option), and Vector register (VS option), and
allow data to be written into those registers. Edge connector CN14 routes the TO6 Write
Enable clock signal to the previously described registers located on CPU 2 (hoards C and
D) and CPU’s 3 through 5 (boards A through D). CN15 routes the TO6 Write Enable
signal to those same registers on CPU’s 0 and 1 (boards A through D) and CPU 2 (boards
A and B). Option TO6 also fans out the clock to the TM options on boards A through D of
the CPU 7 module through clock module edge connector CN15.

CRAY PROPRIETARY 11-5
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CLOCK MODULE TUNING

Clock module tuning permits all clock outputs that leave the module to be synchronized.
The TO option chips responsible for fanning out the clock signal to the CPU and memory
modules each have true (terms RO through R13) and false (terms RO through R137
oulputs. The outputs leave the board through the edge connectors and enter the CPU
and memory modules through the edge connectors on those boards. The TP option
signals fanned out to the TO options and the 225 output pairs {Lrue and false outputs) of
the TO [an-out options are tunable.

There are 16 tuning structures; each is designated to and located near its own edge
connector. The tuning structures consist of pads and foil on layer one of the printed
circuit board. The pads provide a land to solder that is capable of withstanding several
tuning cycles without lifting foils. Figure 11-2 shows the physical layout of a tuning
structure on the System Clock module board. Edge connectors CN4 and CN13 have no
tuning structures.

Clock module tuning is done by modifying the foil lengths of the tuning structures.

Approximately 50 ps may be added or subtracted from the delay by adding or deleting
foil length from the tuning circuit path .

CRAY PROPRIETARY : CMM
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11 - MCA2500ECL MACROCELL ARRAY

| ,@? .
This section describes the

by Cray Research, Inc. (CR
information in this section
Design Manual, BR165
Communications department {
56th Street, Phoenix, AZ 85010.

The following conventions are used by%

¢ Negative logic; that is, a logic 0 has a véltage fang ‘
a logic 1 has a voltage range of -1.65 V to -1. ',{_

CRAY Y-MP computer system. Some of the
Motorola MCA2500ECL Macrocell Array
rmission was granted by the Technical
toro S 1CQ, ductor Products, Inc., 3102 North

%the Motorola MCA2500ECL Macrocell Array used

V to -0.960 V and

¢ CRI provides a power supply voltage of -4.5 V foré\éeéﬁfé :;L'ﬁ@a rocell

Array. {: /
k *”%)
MACROCELL ARRAY OVERVIEW -c,%
A Macrocell Array is similar to a gate array; but instead of gates, the Macrocel rﬁ mfd

contains unconnected transistors and resistors. When the transistors and re51stors ars
interconnected, they form specific logic functions called macros. The macros occupy the
cells which make up the Macrocell Array. There are more than 90 macros stored within
the Macrocell library, some of which CRI has custom designed. For more information on
macros, read the “Macrocell Library” subsections in this section.

The Macrocell Library and the specifications for interconnecting the macros are stored
within a computer aided design (CAD) system. Using the CAD system, Motorola designs
the prefabricated chips, and Cray customizes them to meet the CRAY Y-MP
specifications. When a chip is customized it is called an option.

The information in the following subsections applies to Motorola’s prefabricated chip;
some of Motorola’s design features are not used by CRIL

"THE MCA2500ECL MACROCELL ARRAY LAYOUT

The MCA2500ECL Macrocell Array has 178 cells; 110 major cells and 68 output cells.
Figure 11-1 shows the organization of the major cells and output cells.



13

AUV LU UU NAVUY

Ha W

N

b . -
1
o

l

1

1216 . (201) (202) (203) (205 (206) (207 (208) (209A)
Veértical Routing
Channels (211) (212) (213) (215 (216) (217 (218) (219/\)
A B A B A B A B A B A B A B A B A B
(200 010 0|0 G 0|0 0} O «=(209B)
. (2104 0|0 0{0 G ojo 0| O (=<(2198)
Output Celt (0),/ M M M M
68 Places / (000) (001) (002) _{003) (004) (005) (006) (007) (008) (009)
M M
_ (010) (011) 012) (013) 014) (015) (016) (017) (018) (019)
Major Cell (M),
110 Places 020 021 022 023 02 025 2 7
(020) (021) {022) (023) (024) (025) (026) (027) (028) (039A). f?% | (0398)
o= | ]
~
222 Vort e 030 (031) 032) 033) (034) (035) (036) (037) (038) (039C)n”' ~(039D)
ertical
Routing Channels | (040) (041) 042) 043) 044) (045) 1 (048) (047) (048) (049)
11 Verucal (050) (051) (052) (053) (054) (055) (056) (057) (058) 1 (059)
Routing Channels '
at edge of Array (069) (061) 062) (063) 064) (085) (066) (067) {068) (069)
L (070) (071) 072) 073) (074) (075) (076) (Q77) (078) (079)
30 Horizontal .
Routing (080) (081) 082) (083) (084 (085) (086) (087) (088) (089)
Channels M : M
h M Cell
overeach ML 1 (0g0) (091) _(092) (093) (094) (095) (096) (097) (098) (099)
M M M M
(100) (101) {102) 103) (104) (105) (106) (107) (108) (109)
(220) — 0| O ol o c G o/ Ne} 0| O [<(229B)
(230) = Of O 0| 0 G o] o) 0] O |« (2398)
A B A B A B A B A B A B A B A B
(221 (222) (223) (224) (226 (227 (228 (229A)
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Figure 11-1. MCA2500ECL Macrocell Array Layout *

*  Copyright by Motorola, Inc. Used by Permission.
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Figure 11-1 also illustrates the Clock Pulse Generator cell, the cell locations, and the
routing channels. A description of these features is included in the following
subsections:

¢ Major cells
¢ Output cells -
® Clock Pulse Generator cell -

Major Cells

Major cells are located in the internal area of the chip and are used for the majority of
logic functions. There are 110 major cells in the Macrocell Array. Each major cell
consists of 56 transistors and 56 resistors. The transistors and resistors are
interconnected to form the major cell macros.

The major cells can be divided into independent half cells, quarter cells, three-quarter
cells, or one full cell. Figure 11-2 illustrates the divisions of a major cell.

1/4 Cell © 1/4 Cell

(039A) ] _— (039B)

......................................

174 Cell : 1/4 Cell |

(039Cc) — T T~ (039D)

Cell Locations shown in ()

Figure 11-2. Major Cell Division

Each major cell macro specifies how much of the major cell is needed to implement the
macro function (refer to the “Macrocell Library” in this section). For example, the major
cell macro M203 (eight input AND/NAND) requires one-half of a major cell. The other
half of the cell could be used to implement another major cell macro requiring one-half
of a major cell such as M285 (3-bit adder sum), or two macros requiring one-quarter of a
major cell such as M284 (2-bit adder sum) and M228 (1,2 XOR). The arrangement of
macros in the major cells is determined by the option designer.

Option inputs connect directly to the major cells. For more information on input and
output pins, read “MCA2500ECL Macrocell Array Packaging” in this section.

P N R e e e e

Nemllinlcmmc . Mo 14 iOO)N
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Output Cells

Qutput cells are located at the top and bottom of the Macrocell Array. Output cells are
used to interface the internal logic of a chip to logic outside the chip by providing 60 ohm
drive capability. Each output cell contains 15 transistors and 10 resistors that are
interconnected to form logic functions.

In the Macrocell Library, the primary outputs of an output cell are designated with an
“X”, and must be connected to the base of an output emitter follower located near the

bonding pad. Outputs labeled "Z” are used to drive internal loads. All outputs are
terminated to the -2.0 V power supply through 60 ohm resistors. '

Clock Pulse Generator Cell

The Clock Pulse Generator cell is located on the bottom of the array, and is labeled with
a "C” (refer to figure 11-1, the MCA2500ECL Macrocell Layout). The Clock Pulse
Generator eliminates the necessity of supplying a narrow clock pulse to the chip.
Narrow pulses are difficult to distribute between chips because pulse width shrinkage
can easily occur. -

CRI does not use the Clock Pulse Generator cell for the CRAY Y-MP computer system.
Instead, the major cells are used to generate the clock on the chip. CRI uses two types of
clock pulse circuits. Both circuits operate the same; however, the alternate clock circuit
uses the inverted side of the system clock. Each option has its own clock pulse circuit.
Figures 11-3 and 11-4 show the clock pulse circuits and timing diagrams. [98 is the raw
clock and establishes the leading edge of the clock pulse. 199 is the pulse shaper and
establishes the trailing edge of the clock pulse. [t is delayed approximately 150
picoseconds from [98. 199, T100, and T101, {orm the pulse shaper. The pulse shaper, and
[98 form the narrow clock pulse TO. T0 is delayed to form T1 which is delayed to form
the narrow clock pulse T2.
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T2

delay

71

Tt

delay

T0

Logic O

Logic 1

Pulse Shaper

Pulse Shaper

e e e =t e =t e

f98

Clock

TO

pp—

- ] =

T1
T2

Figure 11-3. Cray Y-MP Clock Pulse Circuit
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10 T2
delay > T1 |delay > T2

T100'
199 | T100

! T ' v Logic 0
I : :
199 ; : ! ! Logic 1
{ | 1 1
| H i H
| i : I Pulse Shaper
T100 o ! :
. i ; i
T101 ! ! ; '
! ! i ! Pulse Shaper
T | !
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t 1
198 — N
! 1 | |
L | !
1o :‘ l.: l [ | : Clock
1 I ( i
i ' | 1 b —
T : | ,: | I: ]
| 1 1 1
1 i I i
i 1 ] I
1 ! i }
T2 T | ! :
I | | 1
| 1 1
] 1 1
1
§
I

lilimt

Figure 11-4. Alternate Cray Y-MP Clock Pulse Circuit

MACROCELL ARRAY PACKAGING

The MCA2500ECL Macrocell Array is packaged in a 148-pin package. [Figure 11-4
shows a top view of the pin package and how the pins are numbered. There are 28
power pins, 52 designated input pins, and 68 pins that can be used for cither input or
output. Table 11-1 lists the pin numbers and their functions. The pins used for inputor
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\\-_._"’"’

output are located on the top and bottom of the package because of the location of the
output cells. The dot indicates the location of pin L.

Pin 1 »> 37

III'I'I'IllllIIlllIIIllll'lI!IlIlIll 38

XXX (Vendor P/N)
XXXXXXXX (CRI P/N)

N

IIIllllllllllllllllllllllIlllllllllll

112
IIlllIIIIII'Illllllll'llllllllllllll

111 ~-— - 75

Figure 11-4. MCA2500ECL Pin Package

Pin 91 can be used for a test diode. The test diode on an option is used to test the junction
temperature and the thermal characteristics of the 148-pin grid package. CRI uses the
test diode if pin 91 does not need to be used as an [/O pin.

The CRAY Y-MP control system (warning and shutdown system) monitors one. test
diode per printed circuit board.
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Table 11-1. Pin Numbers and Functioﬁs

' Power Power
Pin input or lnput Pin Input or Input : ’
Number Output Pins Number Pins
Gnd |-4.5 Output Gnd |-4.5
1-4 X 80-85 X
5 X 86 X
6-11 X 87-90 X
12 X 91" X
13-17 X 92-94 X
18-20 X 95-99 X
21-25 X 100 X
26 X 101-106 X
27-32 X 107 X
33 X 108-111 X
34-39 X 112-113 X
40-41 X 114-115 X
42 X 116 X
43-47 X 117-121 X
48-49 X 122-123 X
50-565 X 124-129 X
56 X 130 X
57-62 X 131-136 X
63-64 X 137-138 X
65-69 X 139-143 X |
70 X 144 X
71-72 X 145 X
73-78 X 146-147 X
79 X 148 X

* Ifpin91isnot used asan I/O pin, it is used for the test diode.

MDAV DODMNADMICT ANDN/

[ op SRS OSSR
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MCA2500ECL MACROCELL ARRAY ESD SENSITIVITY

The MCA2500ECL Macrocell Array is very sensitive to ESD.

MACROCELL LIBRARY TABLE

The Macrocell Library consists of major cells and output cells. Tables 11-2 and 11-3 list
the macro and the Boolean equation for the major and output cells in the Macrocell
Library.

MACROCELL LIBRARY DIAGRAMS

Logic diagrams for the macros are on the following pages. Each diagram provides the
following information: The type of cell (M for major cells, X for output cells; for example,
M203, X292), the logic function (eight input AND/NAND), and the Boolean equation.
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Table 11-2. List of Major Cells in the Macrocell Library

Major Cell
Macro Macro Description Macro Equation
Name
M200 Five Input AND/NAND Y =ABCDE
M201 Four Input AND/NAND Y = ABCD
M202 Two Input AND/NAND Y=AB
M203 Eight Input AND/NAND Y = ABCDEFGH
M204 12 Input AND/NAND Y = ABCDEFGHIJKLM
M207 Six Input AND/NAND Y = ABCDEF
m211 (2,2) Sum of Products Y=AB+CD
M212 (3,2.2,2) Sum of Products Y=ABC+DE+FG+HJ
M213 (4,3.3,3) Sum of Products Y =ABCD + EFG + HIK + LMN
M215 (2,2.3.3,3) Sum of Products Y =(AB)C' + DE(F)' + GK(J) KL+MN
M219 (3,3) Sum of Products Y =ABC + DEF
M221 (2,2) AND/XOR Y =AB\CD
Mm223 Four Input XOR Y =ABCD
M224 Four Input XNOR/Inverted XOR Y ={AB\C D)’
M225 (2,1,1,2) OR/AND/EXNOR Y=(AB+C)DE+FY
M226 (2,1,2,1) XOR Y =(AB+ C){DE +F)
M227 (1,2) XNOR\ORWOR Y = (A\B)(C)’
M228 | (1-2) XOR Y =ABC
M251 4-to-1 Multiplexer with Enable Y = MUX(A,B,C.D):DCD(F,E) + (G)’
M254 2-to-1 Multiplexer Y = MUX(AB,CD):DCD(E)
M255 Dual 2-to-1 Multiplexer Y = MUX(A.B):DCD{EF)
Y = MUX(C.D):DCD(EF)
M256 2-to-1 Multiplexer Y = MUX(A.B):DCD(C)
M259 | 4-to-1 Muitiplexer Y = MUX(A,B,C.D):DCD{G,EF)
M261 | 1-OF-4 Decode Y =DCD(B.A)C
M277 (4,4,4,2,2,2) Sum of Products Y =ABCD + EFGH + JKLM + NP + QR

+ST

CRAY PROPRIETARY

Preliminary Conv 11:R8)
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Table 11-2. List of Major Cells in the Macrocell Library

Major Cell

Macro Macro Description Macro Equation

Name

M279 (4,4,4,4,2,2,2) Sum of Products Y =ABCD + EFGH + JKLM + NPQR +
ST+UV+WX+YZ

M279 (4,4,2,2) Sum of Products Y=ABCD +EFGH + JK +LM

M281 3 Bit Adder Sum/Carry Y =SCY(A,BC.D)

M282 3 Bit Adder Sum/Carry Y =SCY(A,BCDE)

M284 2 Bit Adder/Half Add Y =SCY(A,BC)

M285 3 Bit Adder Sum Y =SCY(AB,CD,EF)

M286 3 Bit Adder Carry Y =SCY(AB,CD,EF)

M2391 D Flip-flop with Set (Positive Clock) Y =AB;T2C + (E)

M293 D Latch with Set (Positive Clock) Y =AB;T2C + (E)

M311 | (3.3,3.3) OR/AND Y = AB(C)’ + DE(F) + GHJ + KLM

M312 | (3,3.3) OR/AND ' Y = AB{(C)' + (D) +E]

M313 | (2,2) OR/AND | Y = AB(CD)'

M314 | (4,3,3,2) Sum of Products Y = ABCD + EFG + HJK + LM

M319 (3,3,2,1) Sum of Products Y=ABC +DEF+GH +J

M321 | (6,6,4,4,2,2) Sum of Products Y = PCY(C5,C4,C3,C2,C1,C0:E5,E4,
E3. E2,E1)

M322 | (3,3,3) Sum of Products Y = ABC + DEF + GHJ

M323 | (3,3,2,2,2,2) OR/AND Y = AB(C) +DE(F) + GH + JK+ LM +
NP - :

M324 | (5.5,5,5) Sum of Products Y = ABCDE + FGHJK + LMNPQ + RS
TUV

M331 (3,2,2) OR/AND : Y=AB(C) +DE +FG

M374 | Differential Fanout ' Y =DIFF(A,B)

M391 D Flip-flop with Set (Negative Y =AB;T2C + (E)’

Clock)

M393 D Latch with Set (Negative Clock) Y=AB;T2C +(E)’

Praliminarn: (Mang 11000 MAOYVAN, RO T A M
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Table 11-3. List of Output Cells in the Macrocell Library

Namve of
Output Description Macro Equation
Cell
X201 Two Input AND/NAND X =AB
7=
X202 Four Input AND/NAND X = AB
Z=
X203 (2,2) AND/AND X = AB(CD)’
7=
X204 (2,2) AND/AND X = AB(CD)
7=
X205 Five Input AND/NAND X = ABCDE
Z=
X211 (2,2) AND/OR Y =AB+CD
=
X212 (3,2)AND/OR X = ABC + DE
Z=
X221 (2,2) XOR X =AB\CD
Z=
X227 Latch X =AB;CD
X228 | Latch X = AB;(CDY
X229 Latch X = AB;{CD)’
X251 2-to-1 Multiplexer X = MUX(A,B):DCD(C)
. 7= N
X252 Dual 2-to-1 Multiplexer X =MUX(A,B): DCD(C)
X1=MUX(C,D):DCD(C)
Z=
21 =
X254 2-to-1 Multiplexer X = MUX(AB,CD): DCD(EF)
. -~
X271 Differential Fanout X = Dif(A,B)
X291 D Flip-flop X=AB;T2
X292 D Latch with Set (Postitive Clock) X =AB;T2 + (E)
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" EQUATION CELL SCHEMATIC
Five Input AND/NAND 1/4 M

. Ae
Macro Boolean: c B &— Y
M 200 Y = ABCDE N — v
g e

B v

Four Input AND/NAND 1/4 M

AS———]

B &——

CcCoO——m—

Macro Boolean: De——]

M 201 Y = ABCD

Y Two Input AND/NAND | 1j4 M

: Ao
Macro Boolean: : Be
M 202 Y = AB

Eight Input AND/NAND 1/2 M

Ae——

Bo——

Y
Y
\
: v'
Co—i— y
Macro Boolean: _ D¢
M 203 Y = ABCDEFGH Ee %
Fe

CMM-XXXX-XXX CRAY PROPRIETARY 114 14/
Preliminary Copy (December 2, 1987)
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EQUATION CELL SCHEMATIC

Twelve Input AND/NAND |FULL M

. F e—-——
M 204 Macro Boolean: pe

Y = ABCDEFGHJKLM He

Six Input AND/NAND 1/4 M

M 207 Macro Boolean: R
Y = ABCDEF ¢

(2,2) Sum of Products 114 M

A o—0 |

B &

M 211 Macro Boolean:
Y = AB+CD

C &—

D &—

(3,2,2,2) Sum of Products | 1/4 M
Ae—— .
Co———f

—s
Macro Boolean: - F _ Y
M2i21 Y = ABC+DE +FG+HJ Fo— v

11-405 CRAY PROPRIETARY
Preliminary Copy {December 2, 1987)
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EQUATION CELL SCHEMATIC
(4,3,3,3)y Sum of Products | Fult M

<

Macro Boolean: Go————
M 213 Y= ABCD +EFG + HJK + LMN

<

(2,2,3,3,3) Sum of Products| Fuil M | A e——]

Macro Boolean: P
M 215 Y =AB+ CD+EF(G)' + HJ(K)" + LM(N)' F &

(8,3) Sum of Products 174 M

A®
Be
Co—— Y
Macro Boolean: , v
M 219 Y =ABC +DEF De—r
£ o]
F o—— ]

(3,2) AND/XNOR 14 M

AS— ]
Be— Y
Macro Boolean: v
M 221 Y =AB\CD Ce
De—j

CMM-XXXX-XXX CRAY PROPRIETARY 11877

Praliminary Oonv (Nareamhaer 2 1QR7N



MCA2500ECL Macrocell Array

EQUATION
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CELL SCHEMATIC
Four Input XOR 1o M
A

c._BED—o Y

D * 7

Macro Boolean: '
M 223 Y= A\B\C\D
Nole: QOutput is logic 1 when an odd number of
inpuls are logic 1.
Four Input XNOR/Inverted XOR 172 M
A
D ® —
Macro Boolean: .
M 224 Y = (A\B\C\D)'
Nole: Oulpul is logic 0 when an odd number of
inpuls are logic 1.
(2,1,1,2) AND/OR/XNOR 10 M
A »
B &—
Macro Boolean: C
M 225 Y = [(A +BC\DE +F)}'

D e——

E &—]

F e

(1,2,2,1) XOR

Macro Boolean:
Y ={(A+BC)\DE +F)

M 226

1/2 M

C&—

] >

D &——f

- Ee—]

NOTE: Output is logic 1 when BC + A = o DE +F.

CRAY PROPRIETARY

CMM-XXXX-XXX

Preliminary Copy (December 2, 1987)
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MCA2500ECL Macrocell Array

EQUATION CELL SCHEMATIC
2,1 XNOR/OR/NOR 12 M
Macro Boolean: A ‘
Y=(AB) +C B Y
M 227
Ce oY
(1,2) XOR 1/4 M
Macro Boolean: Se
Y= ABC
M 228 ce mY
A= ‘ / Y'
440'.! MUItip'exer Full M A
With Enable .
5 ,_1 ‘—;8 =
Macro Boolean: c 3
M 251 0123 21 20 j v
Y = MUX(A,B,C,D):DCD(F,E) + (G
T
£ e——
Foe—
Ge———
Dual 2-to-1 Multiplexer 1/2 M re
—0 ——eY1
Be —e . .,
Macro Boolean: —\ v
M 255 01 ol /
Y1=MUX(A,B):DCD(EF) F *— —
Ce ———eY2
01
Y2 = MUX(C,D):DCD(EF) 1 v
De
Duat 2 10 1 MUX
Logic Equivalent
CMM-XXXX-XXX CRAY PROPRIETARY 1177’_[5/‘

Preliminary Copy (December 2, 1987)
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EQUATION CELL SCHEMATIC
2-TO-1 Multiplexer 1/4 M
A &
——eo Y
Macro Boolean: Cce— ¥
M 256 01
YA, YB =MUX(A,B) : DCD(C) B e
2 101 MUX.
Logic Equivilant
4-TO-1 Multiplexer 1/2 M Ae E ]
8 &
Y1
Macro Boolean: 9 —*
0123 21 20 —®
Ce Y1
M 259 Y = MUX(A,B,C,D) : DCD(G,EF) — )J
D &
Eem ‘ 4 lo1 MUX
F o—] J
10f 4 Decode with Enable | 45 ——Q ) . vo
Macro Boolean: T
M 261 3 2 1 0 21 20 19 y2
Y3, Y2, Y1, YO=DCD(B,A)/C -
Y3
A e— |
Be—  —
cCe——
3 Input Latch
Ae— | \
B & ) *y
Macro Boolean: C
Y = ABG;(DE)'
M 27 !
272 D e—] 9 .
E e—
11_%/7 CRAY PROPRIETARY CMM-X0XOCK-XXX

Proliminary Canv (DNecamher 2 1QR7)
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EQUATION

CELL : SCHEMATIC

MCA2500ECL Macrocell Array

M 277

(4,4,4,2,2,2) Sum of Product l 3/4 M

Macro Boolean:
ABCD + EFGH + JKLM + NP + QR + ST

B e Ao

Co—nuw —— 1

8

F‘E.___—

Geo———————

J ¢

Neo— 1
Pe—-
(o P a—

R e—-—

Te

j___
e

M 278

3 Input Latch 1/4 M

Macro Boolean:
Y= ABC;DE

m O O W >

O-——.Y'

M 279 | Macro Boolean:
Y=ABCD +EFGH + JKLM+NPQR+ST+ |R *®
UV +WX+YZ

(4,4,4,4,2,2,2,2) FULL
Sum of Products D e

(4,4,2,2) Sum of Product 172 M 5 Ao—-——}
P h—

Macro Boolean:
M
280 ABCD + EFGH + JK + LM

=<

<

CMM-XXXX-XXX

CRAY PROPRIETARY
Preliminary Copy (December 2, 1987)

11,890
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EQUATION

CRAY Y-MP Theory of Operations

CELL SCHEMATIC

3 Bit Adder Sum/Carry

Macro Boolean:

Full M

T D —— >

M 281 .
{Sum, Carry) 4,_+
Y1,Y2=SCY(A,BC,D) A® DD
C
=] e
De- )
Full Adder with Gated Inputs 12 M
De— S
A e i B
ge—— \
Macro Boolean: ¢ L/
M 282

(Sum, Carry)
Y1,Y2=8CY(A,BC,DE)

L

2 Bit Adder/Half Add

Macro Boolean:

M 284 (Sum, Carry)
Y1,Y2=SCY(AB,CD)

/4 M A‘_'—'\
Be—o / @%) > e v,
R
/) |

Ce—|

D #—j

S
) Cc
0] o Y,

2 Bit Add

Logic Equivalents

3 Bit Adder Sum 12 M O
)
A Lo
pe— J
M 285 Macro Boolean: Co—j \ g S o Yy
Y = SUM(AB,CD,EF) De—f o
L
Fe—roI
3 Bit Sum
Logic Equivalents
1 1—)»04;2.( ' CRAY PROPRIETARY CMM-XXXX-XXX

Preliminary Copy (December 2, 1987)
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MCA2500ECL Macrocell Array

EQUATION CELL SCHEMATIC
3 Bit Adder Carry 1/2 M
Ae— \
BO—-—__J oY
M 286 Macro Boolean: Co—j \
Y =CARRY(AB,CD,EF) De—j e
Fe—ry 3 Bil Carry
Logic Equivalents
D Flip-Flop with Set 1/2 M v
(Positive Clock) Dalta
(Macro Function: D Latch-Delay A Data ’ f‘j N
with Set) B = W*YM'
o Sel J»-ED ter ~YM
Macro Boolean:
M 291 YM, YS=AB;TC + (E)"
v I [i si e
nabie ave
s
Logic Equivalent
D Latch with Set 1/4 M
(Positive Clock) Ao )
Datla
Be—]
Q
Macro Boolean: Q v
M 293 Y =AB;TC + (E) 1 *
_Clear Set
=y
Enable i
Co— 4
Logic Equivalent
=
ce—(
D o]
Macro Boolean: 2 - d ) l
F
o Y = AB(C)' + DE(F)' + GHJ + KLM ) Y
. G &— Y
H ¢—|
J e—
=B
L [ |
M e———]

CMM-XXXX-XXX

CRAY PROPRIETARY
Preliminary Copy {December 2, 1987)

1174572
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M 312

EQUATION

CCELL

CRAY Y-MP Theory of Operations

SCHEMATIC

(3,3,3,3) OR/AND o T

Macro Boolean:
Y =AB[(C) + (D) +E]

>0

m

ik
:

"M 313

(2,2) AND/OR 4 M

Macro Boolean:
Y

/

I
D
O
)

A —(

C o——
D &

C T

M 314

(4,3,3,2) Sum of Products |- 15

Macro Boolean:
Y=ABCD + EFG + HIK+ LM

It |
W

M 319

(3,2,2,1) Sum of Products 3/4 M

Macro Boolean:
Y=ABC + DEF +GH + J

%}%

CRAY PROPRIETARY

CMM-XXXX-XXX

Preliminary Copy (December 2, 1987)
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M 321

MCA2500ECL Macrocell Array

EQUATION CELL SCHEMATIC
(6,6,4,4,2,2) Sum of P‘roducts Full M—
(Macro Function: cs o.vﬁ__Dﬁ
*C4 —

Propagate Carry)

Macro Boolean:
Y =PCarry(C5,C4,C3,C2,C1,C0:
E5,E4,E3,E2,E1)

'7’ = COEV\E2E36 ES + CALE2EIEYCSH
CLEBEAES + C3E4qES+ CAES +
cs—

c3
2

Cl
Cco

(4)°CS

(3)°E4

(3)E3

(L2 o=

Ml

M 322

(3,3,3) Sum of Products 3/4 M

Macro Boolean:
Y =ABC + DEF + GHJ

M 323

(3,3,2,2,2,2) OR/AND M

Macro Boolean:
Y =AB(C) +DE(F)+ GH+JK+LM + NP

M 324

CMM-XXXX-XXX

" (5,5,5,5) Sum of Products Full M

Macro Boolean:
Y = ABCDE + FGHJK + LMNPQ + RSTUV

CRAY PROPRIETARY

Preliminary Copy (December 2, 1887)

11-1395
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MCA2500ECL Macrocell Array CRAY Y-MP Theory of Operations

EQUATION _ CELL SCHEMATIC
(3,2,2) OR/AND 12 1
AS—]
B.:__
Ce——(
Macro Boolean:
Y =AB(C) + DE+FG D&——| Y
o —)
F &——]
G.—————
3-to-1 Muitiplexer 1/4 M
‘ Ae——
Macro Boolean: : B e—-Q [
Y = DMUX(AB,CD).DCD(E) v
M 371 _ Ee
v
Coe—-—
D o——
Differential Fanout 14 M
A @— —]
: Macro Boolean: ’ Y
M 374 Y = DIFF(A,B) B e—0 | Y
B = A
D Flip-Flop with Set 19 M
(Negative Clock) A oDal2
(Macro Func?tlon: D Latch Delay g o212 )— e e vD
with Set) as
] £ &ar ter . YA
Macro Boolean:
M 391 Y =ABT +(E")
O
aole ave
EN 0——rl-———4 e YH
Logic Equivalents
1134257 CRAY PROPRIETARY CMM-XXXX-XXX

Preliminary Copy (December 2, 1987)
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MCA2500ECL Macrocell Array

EQUATION . CELL.. SCHEMATIC
D Latch with Set 114 M T
{Negative Clock)

Macro Boolean:

Data

A ®&— .
a Dala ) l
>-—

Y =DLY(AB
. M 393 (AB) L oo v
MS=Clear D_/
- Clock
EN Enable
Logic Equivalents
Two Input AND/NAND 1X
Macro Boolean: Ae— | XA
X 201 X=AB 2
Z=AB ge— | XB
ZB
Four input AND/NAND X
Macro Boolean: A o] XA
X 202 X =ABCD g & ZA
Z=ABCD P Aam— XB
zZ8
(2,2) AND/AND 1X
yanDoN

Macro Boolean: 8 E >Z<

X = AB(CD)' X'

X 203 7 = AB(CD)' Co— %

' D e—m—
CMM-XXXX-XXX CRAY PROPRIETARY 11-/15’9-(;)

Preliminary Copy (December 2, 1987)
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EOUATION

CRAY Y-MP Theory of Operations

_CELL SCHEMATIC
(2,2) AND/AND X1
Ae— |
Macro Boolean: B e
X=ABCD %
. X204 7 =ABCD Co - -
anlb o
Five Input AND/NAND 1X
Macro Boolean:
X=ABCDE
X 205 Z=ABCDE
(2,2) AND/OR T 1X
A .
Macro Boolean: B e— X
X 211 X=AB+CD z
Z=AB+CD Co - 5
D e—]
(3,2) AND/OR 1%
Ae—n—|
Macro Boolean: B &——
X 212 X=ABC + DE c* X
Z=ABC +DE 5 >Z<:

CRAY PROPRIETARY
Preliminary Copy (December 2, 1987)

CMM-XXXX-XXX







CRAY Y-MP Theory of Operations

MCA2500ECL Macrocell Array

EQUATION ~CELL SCHEMATIC
(2,2} AND/XOR 1X—
, Ae—— |
Macro Boolean: B e X
= Z
- C - Z.
D B
lLatch 1X
Macro Boolean: A e— ) «
X=AB;CD —]
X 227 ._J
C &——H Y
> O—sX'
Latch 1X
Macro Boolean: Ae ex
"X 228 X=AB;CD' B e—-— /)
C e
o ,3> ) O——X'
lLatch 1X
M Bool A “
acro Boolean: B
X 229 XA=XB'=AB;CD
c L XC
XC =XD'=XA;CD >
—] L XD
CMM-XOXK-XXX CRAY PROPRIETARY 11-1725

Pretiminarv Coov [(December 2. 1987)
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CRAY Y-MP Theory of Operations

EQUATION ~CELL SCHEMATIC
~ 2-to-1 Muiltiplexer IX—
pA .-
Macro Boolean: | o X
X 251 X=MUX(A,B).DCD(C) ol —® Z
_X25 Z=MUX(A,B):DCD(C) c PR
o
B &
2-to-1 MUX
Logic Equivalent
Dual 2-to-1 Multiplexer oX :
A®
Lt
B*® o5
Macro Boolean: 7z
v 01 *—
X 252 X = MUX(A,B):DCD(E) R
X=MUX(C,D):DCD(E
( o 1) (E) ] :..)Z<.
Z = MUX(A,B):DCD(E) b *—1O a5
Z=MUX(C,D):.DCD(E) — Dual 4-10-1 MUX
Logic Equivalent
2-to-1 Multiplexer "1X
Ao
B e
— —eaY
Macro Boolean: c Y
X 254 0 1 D e
X=MUX(AB,CD):DCD(EF) F—
01
Z = MUX(AB,CD):DCD(EF) 0——}
Differential Fanout 1X
Macro Boolean: :
X = DIFF ; id if A=B'
X 271 DIFF(A,B) Note: Macro Valid if A=B

Z=DIFF(A,B)

CRAY PROPRIETARY

Preliminary Copy (December 2, 1987)
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- EQUATION , CELL SCHEMATIC
D Fip-Flop 1 X—

A — y

Macro Boolean: - B ¥—_ 7

X 291 X=AB;TC + (E) ) —
) > O—a X

p —1 /

CMM-XXXX-XXX CRAY PROPRIETARY ‘ 11-]/9/3 (

Pretiminary Copy (December 2, 1887)
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APPENDIX A - ENGINEERING DOCUMENTATION

This section explains how to interpret engineering documentation associated with the
CRAY Y-MP computer system. Understanding this documentation makes it possible to
follow any bit through every gate it passes in the machine.

In the following subsections, samples from appropriate documents are illustrated and
explained. The notation used in these documents for headings, terms, options, location
designators, etc. is not consistent with respect to capitalization. Even though the
samples shown duplicate the original documents as closely as possible, all references to
these terms, options, location designators, and so on in the descriptive text of this section
are capitalized.

CLOCK PERIOD AND TIME SEGMENTS

A clock period (CP) is the time interval between successive latchings of a bit of
information as it passes through the computer. Each CP is further divided into time
segments, each about 100 picoseconds in duration. The notation TS is used when
referring to a particular time segment, such as TS 20.

A bit of information can pass through up to four macrocells between successive latches
on the same option. If the latches are on different options, the bit can pass through a
maximum of three macrocells between the latches; the time needed to travel between
the options decreases the number of macrocells through which the bit can pass. The
order in which the bit passes through the macrocells is indicated by a numbering scheme
in which each macrocell is assigned a number, 0 through 47g for the CPU modules and 0
through 4 for the memory modules. Figure A-1 shows a bit of information passing
through six successive macrocells. ’

TS A TS TS | TS TS TS
0/7 10/17 20/27 30/37 40/47 0/6
Latch Latch

CPU Module
TS TS TS TS TS TS
0 1 2 3 4 0
Latch Latch

Memory Module

Figure A-1. Data Flow Through CPU and Memory Module Macrocells

CRAY PROPRIETARY A-1
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) BOOLEAN

Boolean logic equations describe the internal design and operation of each option. The
Boolean documentation for each option consists of the following items:

® A cover sheet listing all input and output terms for the option
® A listing of the history of design changes to the option
® A detailed listing of the Boolean equations describing the option

Cover Sheet

In addition to the input and output terms, the cover sheet lists the option's name,
revision number, date of release, usage, number of options of this type used per module
(CPU options only), and the total number of pins used on the option. A sample of a cover
sheet for an option is shown in Figure A-2, followed by a bulleted description of each
column under the input and output terms.

OPTION: YA

REV: 100

DATE:  12-10-86

— TITLE: ADDRESS SECTION SELECT (4 USED)

INPUTS:

100-07 TS=39 LlL=2. 8 PORT A ADDRESS YF

140-43 TS=27 LL=0. 4 C PORT B SECTION ENABLE YK

150 TS=17 LL=1. 1 T(C) PORT B 0 REFERENCE YE

160-63 TS=27 LL=1. 4 T/C PORT C 2-4,1 REFERENCE YE

OUTPUTS:

RO8-15 TS=10 LL=0. 16 SECTION N+1 ADDRESS YN
2 R16 TS=10 LL=0. 4 4-2 FANIN/FANOUT EXT

R21-22 TS=29 LL=2 SE.2 SECTION N+2 GOSS 0-3,4-7 YL

TOTAL PINS 118 (50 INPUTS + 68 OUTPUTS)

—

Figure A-2. Boolean Cover Sheet

. > ® The first column identifies the Boolean terms entering or leaving the option. I
terms are used exclusively for inputs; R terms are reserved for outputs. A
number preceding an R term designates the number of copies of the term that

A-2 CRAY PROPRIETARY . 9,0.0.¢.9.4.0.0.4
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are sent from the option. While most R terms leave the option in
complementary pairs (for example, R08 and R08"), there are instances in which
only either the upright or the inverted term leaves. Each true term can go to as
many as four different destinations, and each false term can go to as many as
four different destinations. A complete listing of all R terms and their
destinations can be found in the PC load chart for each option. (Refer to “Load
Charts® later in this section.)

® The second column lists the time segment at which the I term enters or the R
term leaves the option.

® The third column indicates the logic level (LL) of the term, which is its relative
position in time between successive latches on different options. There are four
discrete logic levels, numbered 0 through 3. For output terms, the logic level
corresponds to the number of macrocells the departing term has passed through
since it was last latched. For input terms, subtracting the logic level from 3
determines the number of macrocells the term must pass through before it is
latched. Thus an input term at LL1 must pass through two macrocells before it
is latched. An R term at one logic level can connect directly to an I term at the
same level. However, it is possible for an R term at LL1, for example, to
connect to an I term at LL2 or LL3. In these cases, the foil path between the
options has to be lengthened to delay the incoming term by the time required to
pass through 1 or 2 macrocells respectively.

In place of the logic level, input terms may have the word FORCE in this
column, indicating that the particular term(s) is forced to either a logic 0 or
logic 1 state and held constant. This condition can be caused either by a direct
signal from an external device, such as a switch on the maintenance panel, or
by internal wiring that may set the term(s) according to the location of the
option. In the latter case, the status of the forced term(s) is listed at the end of
the PC load chart for the option.

® The fourth column indicates the number of pins used by the associated terms.
Thus, input terms I0 through 17 use 8 pins, one each for terms 10, I1, and so on;
while output terms R08 through R15 use 16 pins, one for each true and false
output term R08, R08', R09, R09’, and so on. Because there are two copies of
term R16 sent off the option, four pins are required, two copies each for terms
R16 and R16". For terms R21 and 22, only two pins are needed, one for each
term. These output terms are referred to as single-ended (SE) because only
either the true or false term leaves the option. To find out if the departing term
is true or false, consult the PC load chart for the option.

® The fifth column is used only for input terms and indicates whether the
incoming terms are true (T) or complemented (C) copies. A blank space
indicates true copies. The notation T(C) is only used if there are two or more of
this option type used per CPU. In this case, some of the options receive true
copies while others receive false copies. The only way to determine the true or
false status of the input terms to a particular option is to consult the PC load
chart for the option from which the terms came, in this example, the YE option.
The notation T/C means that some of the copies coming into this option are
true, while others are false. In the example shown, this means that some of the
terms 160 through 163 are true terms, while others are false. To determine
which terms are true and which are false, check the Boolean equations to see

XK CRAY PROPRIETARY A-3
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Option Design Change History

how the individual input terms are processed, or consult the PC load chart for
the option from which these terms came.

® The next column contains a brief description of the term, or terms.

® The last column lists either the option(s) from which the term came or the
option(s) to which it goes, depending on whether the column follows input or
output terms ﬁtively. The designation EXT (External) indicates that the
term came frof org eaded to a different module.

This information describ®g.sfia 5¥ changes to the option. The Option Design
Change History starts with & i J evision Notice (GARN) that introduces the
option. It may be followed by%asferie #n Change Notices (DCNs) that describe
minor modifications to the original lean? ‘D(«vﬁ?

Boolean Equations Q ; }ﬁ

A-4

Boolean equations for most options are prlnted pp #Cade; however, there are some
equations written in lowercase. The case u Hr gant. The equations are
generally listed in alphabetic order with two excop
always listed first, and the output terms (R tergs 2
occasionally they may occur within the listing. The Xare further divided into
3] ;ﬁ‘g& become active.
5 of
Frequently, the Boolean terms for a letter may not occur in ¢ utive ﬁ;m);érlcal order.
For example, if there are 20 A terms, five for each of four ports#sé eeddo listed as
terms AO through A19, but could be listed as terms A0 throug A L A210 thehu Al4,
A20 through A24, and A30 through A34. This symmetrical numbe telé[z; is often
used to make corresponding data bits for different data lines easier togf% er.,

The following examples show several of the condensed Boolean notations cu{gﬁhy

M256 2 AO-1=MUX(HO-1,10-1):DCD(LO') .PORT A 2,3
A3=MUX (I3,H3):DCD(LO) . 1
M213  KO-1'=HO-1 R4+H10-11 R6' .SECTION N 2,3

X227 R6-8=F10-12' F13-15;T2 .PORT C ENABLE SEC. N,N+2

In each example, the first column indicates the macrocell type used to carry out the logic
of the Boolean equation. If this column is blank, as it is for the A3 term, the macroce]l
type used is the same as for the previous term, M256. The single Boolean equation used
for the A0 and A1l terms is a simplified notation used to combine the following two
equations:

AD=MUX (HO 10):DCD(LO')
A1=MUX(H1 I1):DCD(LO')

Similarly, the K0-1 equation can be expanded to give the following two equations:

KO'=HO R4+H10 R6'

CRAY PROPRIETARY XXX
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K1'=H1 R4+H11 R6'
The R6-8 equation will yield three equations, as follows:

R6=F10' F13;T2
R7=F11' F14;T2
R8=F12' F15;T2

Note that the single complement (') on terms F10-12 applies to each of the terms F10,
F11, and F12 individually. The following special characters are frequently used in the
Boolean logic equations:

SYMBOL DEFINITION
# Forced 1

10 Forced 0
\ Exclusive OR
+ OR

' Complement
7999 Forced 0

OPTION PINOUTS

The pinout documentation for each option lists the specific I or R terms connected to each
pin. The documentation consists of two charts: the Option Pin Description and the
Option Term Description. The Option Pin Description lists each of the 148 pins in
numerical order, listing the I term, R term, and power or ground connection to each pin.
A sample Option Pin Description chart is shown in Figure A-3.

Option Pin Description Option Term Description
fmm e e ——— F———F e — = ———— +
d {Pin  Term . i Term Pin H
I M HalaaH 1T e H
1 1004 r3' b E i44 127 i
i 1005 <VCCO> P 1 145 135 ]
I 1006 P i 198 129 |
i ' . i ‘
i 1129 498 P i ro 146 E
1130 <VEE> o i r0 147
1 ] 1 1 ] 1
1 { 1 1 1 1

Figure A-3. Option Pinout Charts

) 9,9.:4.9,0.¢.9,0.4 CRAY PROPRIETARY A-5
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S

If a pin is not used, a blank space is left in the term column, as shown for pin 006.
<VCC> and <VCCO> indicate ground connections, while < VEE > is connected to
-45V.

The second chart, the Option Term Description, lists the I and R terms in numerical
order, followed by the pin number to which each term is connected. A sample listing is

shown in Figure A-3.

Figures A-4 and A-5 show the two standard 2500-gate ECL packages used: one
manufactured by Cray Research, Inc. (CRI) and the other manufactured by Motorola.

Note: The location of Pin 1 is different on each of these packages.

38 > 74
pllnlniialinloliolallallollofalalalnlininlails
37 = = 75
A = —
- Manufacturer 1D — =
_/ = =2
= Ry S
] =3 Identifier
= * 8725 37 REV 0§ = |
Date of Manufacture — / =
(YYWW) — =
— - /
Option Number ‘ — - 111
and Revision Pin 1 ==

IlllIII]III!IlIII'IlIlI'I'Illllllll'l

148 -= 112

Figure A-4. CRI 2500-gate Macrocell Array Pin Package

MODULE BOARD LAYOUTS

Each CPU and memory module is made up of four 12-layer printed circuit boards labeled
A through D. The clock module consists of a single board, equivalent in position to a C
i board of a CPU or memory module. Each memory board contains thirty-five 2500-gate
) macrocell array chips and 288 64 kX1 ECL-compatible RAM chips (arranged in 36
groups of 8). Each CPU board contains up to seventy-eight 2500-gate macrocell array

A-B CRAY PROPRIETARY XXX
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r
Manufacturer 1D l_®
SC36011FA73

Custome

Date of Manufacture

(YYWW)

Computer Systems Theory of Operation Engineering Documentation

37

Y

Pin 1

148 38

Option
Number

r ID (CRI)

alloflallollnfolalololsl

—
—_
N

Figure A-5. Motorola MCA 2500-gate ECL Macrocell Array Pin Package

chips. The clock module contains twelve 2500-gate macrocell array chips and seven
crystal oscillators. The layouts of boards A of both the memory and CPU modules are
shown in Figures A-6 and A-7. Refer to Section 1, “CRAY Y-MP Physiscal Description”
for more information. The layout of the clock module is shown in Figure A-8.

Each of the maecrocell array chips is given a unique three- or four-character logical
identifier. The first two characters are letters indicating the internal configuration (the
option type) of the chip. The third and fourth characters make up a 1- or 2-digit number
used to differentiate chips of the same option type. An example of a macrocell chip
logical identifier is VB3.

Each of the 36 groups of memory storage chips is given a unique four-character logical
identifier. The first two characters are always ZZ. The third and fourth characters are a
letter and number that identify the particular memory chip group. An example of a
memory chip group logical identifier is ZZA0. In order to locate a single chip within a
memory chip group, the logical group identifier and the Boolean R term must be known.
An example of a logical identifier for a memory chip is ZZA0 R4. Figure A-9 shows the
locations of individual memory chips within a group. The groups can be properly
oriented on each board by observing the Y and Z side alignments as shown in the figure.

CRAY PROPRIETARY A-7
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A"V131lddOdd AvdO

Memory Chip Group
\ Logical Identifier

Macrocell Array
; Number

‘Macrocell Array
/ Logical Identifier

Y Side

—

Edge Connector
Location Designator

Feed-through Connector
Location Designator

YAA YAB \ YAC YAD / YAE YAF 5\[(? YAH /
| 1 Il | ] 1 I ]
I aa | | BA |} \ cA | oA/} LEA -} T A" [Ga ] [Ha] [A ] [ JA 1 [PkKa™1 [tA
'6\6@ 068 069 ¢ 070 001 ° ° 070 069 069 069
Rro),| |'@RM]| | zr2),| | zso) (TO0) (zS1) (ZR3),| | (zRa),] | (zRs),
— [Nz 1 B 1 [Cee 1 [Coe 1 [ e e 1 [ B 1
Paint ‘}
ZZA0 ZZA3 ZZA6 2280 Z27ZB3 22B6 22C0 Z2Z2C3 22C6 Z2Z2D0 2ZD3 Z2Z2D6
ZZA1 ZZA4 ZZA7 27ZB1 272B4 2ZB7 2Z2C1 Z22C4 2Z2C7 2ZD1 Z7D4 2Z2D7
ZZA2 ZZA5 ZZA8 22B2 Z272B5 Z2Z2B8 22C2 22C5 Z2Z2C8 ZZD2 Z27D5 Z2D8
s 1 [ce | [oeE J [FeE 1 [FE 1 [G | [HE 1 & 1 [ JE 1 | KkE ] | LE
075 075 * 071 * 066 * 067 * 067 * 037 * 067 * 067 * 066 * 071 * 075 * 075 *
Test - J2Y0) (ZY1) (ZU0) (ZM0) (ZNO) (ZN1) (ZA0) @N2) | | @zN3) (ZM1) (zU1) (ZY2) (ZY3)
sz —iP— AF e 1 o o] &7 1 /1 [ 1 [ 1 [ [F 1 [F ]
073 073 074 ¢ 074 072 068 037 * 068 072 074 * 074 073 073 -5.2 Vde
.(ZWO) '(ZW1 ) (ZX0) ,’(ZX1) .(ZVO) .(ZOO) (ZA1) .(ZO1 ) .(ZV1) (ZX2) .(ZXS) .(ZW2) .(ZW3) 2.0 Vdc
[T ac | | 8a | | cc o6 ] Tee ] [Fré | Lo | [ He | L | {w | [k | [
l Al 1 I ] | | | |
ZAA ZAB ZA7 ZAD ZAE ZAF ZAG ZAH ZAl ZAJ ZAK ZAL
Pin 1 Marker 7 Side

Figure A-6. Sample of Memory Module Board A Layout
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Test
Paint
#1

Test
Point
#121

K i Edge Connector '
Eeedt.'cl)'hrgugh Cc;nnector Macrocell Array Y Side Logation Destionator Macracell Array
ocation Designator , Logical Identifier 9 / Number
YAA /YAB YAC \ YAD YAE YAF YAG YAH YAI YAJ YAK / YAL
1/ I \ I 1 | | ] | I [ 1 1
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Figure A-7. Sample of CPU Module Board A Layout Rev 4
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Engineering Documentation

The physical location of a macrocell chip or memory chip group on a module is specified
by a three-letter location designator. The first letter indicates the board (A through D),
the second letter indicates the column (A through M) and the third letter indicates the
row (A through F). The MP41 option, for example, is located on the memory module at
AKC. The exact location of an option is specified in the chip map documentation
explained later in this section.

Y Side (Boards A and Q)
Z Side (Boards B and D)

RO

R4

lnlolalalal

Tolaflalallal

R1

;"u"u“uuuuu
lolololollol

R2

™
lollalaloflnl

R5

R6

R3

R7

;“H“““““““H

ﬁn"n"n“n"n"fvﬂwfw
Pin 1 Marker

ZSide (Boards A and Q)
Y Side (Boards B and D)

Figure A-9. Memory Chip Group Layout

Connections between the four boards of a module are made using feed-through or jumper
connectors. Each memory module has 57 feed-through connectors, while the CPU
modules each have 79 feed-through connectors. Though several different size connectors
are used, each connector will have some subset of the 48 pins numbered and arranged as
shown in Figure A-10. The connector locations are specified by the same column/row
coordinate system used by the macrocell chips, except that only two letters are used. The
first letter designates the column (A through L) and the second designates the row ( A
through G).
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A and C Board Pin Numbers

1 s® 1® 1@ 21. 26. 3@ 3@ 4@ 4f®
5@ 10® 15® 20 5@ 0@ B@® 0@ s5®

Bus End
of Board

2l® T® 12® 7@ 2@ 2@ 3320 @ 2@ w7|®
® ® 1® 19® 2@ 200 H® @O «@

3@ s ® 13® 1@ 23 28 3@ 33@® @ (@

Notes:  ®Pins 1, 2, and 3 are connected to the block ground plane.
®Pins 46, 47, and 48 are connected to the block -2.0 piane.
oPins 21, 23, 26, and 28 are not connected to the block planes;

these are optional signals.

B and D Board Pin Numbers

3@ s ® 13® 1@ 23. 28@ 3@ 38@ 4@ 4@
1@® 9@ 1@® 19@® 2@ 2@ @ 9@ «@®

Bus End
of Board

2@ @ 120 17® 220 2@ 2@ @ 2@ 7@
5@ 10® 15@® 200 25@ 33:0@® 335@® w0@® @

1@ @ 1@ 16@ 21 26@ 31@® 3@ 1@ 46|@)

Figure A-10. CRAY Y-MP Feed-through Connector Jumper Pin Assignment
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Note: The shaded pin pairs are usually left blank to avoid . White Blue
noise and/or crosstalk between adjacent (False) (True)
pin pairs. Though it is not recommended, pin
pairs 5, 6, 16, 17, 22, and 23 may be used if
necessary. Pin pair 11 is never used.

Figure A-11. Edge Connector Pin Assignments
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Connections between different modules and connections between modules and external
sources are made through the edge connectors. There are 24 edge connectors on each
board: 12 on the Y side and 12 on the Z side. Each connector has 27 pin pairs numbered
1 through 27, arranged as shown in Figure A-11. Each edge connector pin is specified by
a two-part logical identifier. The first part consists of the lettersCN followed by a 1- or 2-
digit number. The second part is a Boolean I or R term for the module, depending on
whether data is entering or exiting the module through the particular pin. An example
of an edge connector pin logical identifier is CN7 140.

Because the logical identifiers do not correspond to the physical edge connectors, the
identifiers are not shown in the module board layouts. Instead, three-letter edge
connector location designators are shown. The first letter indicates the module side (Y
or Z), the second letter indicates the module board (A through D), and the third letter
indicates the column (A through L). To determine the edge connector location
designator from a logiecal identifier, refer to either the “Wire Tabs” or the “Connector
Maps” documentation described later in this section.

PCBD DOCUMENTS

The four PCBD documents (PCBDA, PCBDB, PCBDC, and PCBDD) each contain a
separate chip map and 24 connector maps for one of the four memory boards. PCBDA

documents board A, PCBDB documents board B, and so on.

Chip Map

A-14

The chip map shows the exact location and orientation of each option. A section of the
chip map from PCBDA is shown in Figure A-12, followed by a bulleted description of
each column.

$chip map

zr0 aca.3
zrl ada.3
zr?2 aea.3
zs0 afa.l
to0 aga.2

7

Figure A-12. PCBDA Chip Map
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® The left column contains the names of the options. They are not in alphabetical
order, but rather in the order in which they are arranged in successive rows on
the board.

® The right column contains the three-letter chip location designator followed by
a number indicating the orientation, or proper placement of the chip. The first
letter of the location designator indicates the board (A through D), the second
letter indicates the column (A through M), and the third letter indicates the
row (A through F). The four orientations of the chip on the module, numbered 1
through 4, correspond to the four possible placements of pin 1, as shown in
Figure A-13. For simplicity, the figure uses a dot to indicate the position of pin
1. To determine the location of pin 1 on a chip, refer to figures A-4 and A-5in
this section.

Y Side (Boards A and C)
Z Side (Boards B and D)

Orientation 1 Orientation 2 Orientation 3 Orientation 4

Z Side (Boards A and C)
Y Side (Boards B and D)

Figure A-13. Chip Orientation
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Connector Maps

The connector maps show the relationship between the physical pins in each edge
connector and the logical pin identifiers for the module. The connector maps are listed in
alphabetical order, first along the Z side, then along the Y side of the board. A section of
the connector map for connector ZAD is shown in Figure A-14, followed by a bulleted
description of each column.

$connector map 27

zad22 = cn7 130
zad22' = ¢cn7 1i30'
zad23 =
zad23' =
zad24 = cn5 41

— T~/

Figure A-14. Connector Map

® The column to the left of the equal sign contains the three-letter edge connector
location designator followed by the pin number. The first letter of the location
designator indicates the module side (Y or Z), the second letter indicates the
module board (A through D), and the third letter indicates the column (A
through L). The pin number specifies one of the 54 pins (1 to 27 and 1’ to 27") in
the connector, as shown in Figure A-9.

¢ The column to the right of the equal sign contains the logical pin identifiers
associated with the respective pins. A blank space indicates that the
designated pin is not used.

CPU CHIP MAP

A-16

The CPU chip map is similar to the memory chip maps contained in the PCBD
documents, in that it shows the exact location and orientation of each option. Unlike the
memory chip maps, however, the options are arranged in alphabetical order. A section
of the CPU chip map is shown in Figure A-15, followed by a bulleted description of each
column.
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$chip map

aa0 cce.4 107 rev 11
ab0 ccd.2 108 rev 10
abl dce.2 108 rev 10

ar0 acc.2 106 rev 11 option
arl bcc.4 106 rev 11 option

ay
ax

dj0 aaf.4 MO6 rev 00 1500M
djl aae.2 MO6 rev 00 1500M

/\/\/\/\/\/\

Figure A-15. CPU Chip Map

® The first column lists the name of the option.

® The second column contains the three-letter chip location designator, followed
by a number indicating the orientation of the chip. This is the same notation
used in the memory chip maps described earlier.

® The third column lists the number of the option.

® The fourth column lists the revision number. In the case of DJ, DP, HS, or VS
options, this column is immediately followed by the notation 1500M, indicating
these options contain only 1500 gates and not the standard 2500 gates. The
remaining space on these options is occupied by special purpose built-in
registers.

® The AR and VA options contain a fifth column listing another name for the
option. This name is used in the option load chart listings found in the
PCLDCPU document deseribed later in this section.

LOAD CHARTS

The load charts serve two purposes: they show the logical paths from the edge
connectors to the I terms on the individual options, and they show the destination of the
R terms leaving each option. They also list the status of any forced input terms set by
internal wiring; this list is attached to the end of the R terms listing for each option. The
organization of the CPU and memory load charts is substantially different, as the
following subsections describe. A description of the PCTAB, which is a useful variation
of the CPU load chart, is also described.

§0,0,6.9.0.9,0.¢ ¢ CRAY PROPRIETARY A-17
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PCLDCPU Document

This document is the PC load chart for the CPU module. It is several hundred pages long
and is divided into two sections. The first section shows the destination of all R terms for
each option on the module. The R terms can go to two different places: to other options or

to an edge connector for transmission to another module.

This section is arranged

alphabetically by options. A sample listing for option YC1 is shown in Figure A-16,
followed by a bulleted description of the entries.

A-18

$net Tist ycl

ycl r7 cn3
ycl v7' c¢n3
ycl r8 yc0
jumper if-07
ycl r8!'

ycl r16  ydl
jumper hf-36
ycl rl6'

ycl rl6a yd4
jumper 1ig-39
ycl rléa’
force 0 ycl
force 0 ycl

AN

r69 .sec 3 cb 69
ré9’
i56 .cb0,byteé contribution
i45 yc3 i60 .cb6,byte2 contribution
i44 yd5 i44 yd6 144 yd7 144 .4-2 port D sscon

ig-40 ig-40 ig-40
i24 .B Reg.Path, Bits 40-47
i25 .

/\/\/\/\/\/\/\

Figure A-16. First Section of PCLDCPU Document

Terms R7 and R7' leave the module through edge connector logical pins CN3
R69 and R69'. Their final destination is determined from the wire tabs.

Term R8 leaves the YC1 option on board B enroute to the YCO option on board
A as input term I56. It travels between boards through pin 7 of the jumper
connector at location IF. (The CPU Chip Map described earlier can be used to
determine the location of any CPU option.)

Term R8' is not used.

Term R16 travels to two different options: YD1 on the same board as input term
145, and YC3 on board D as input term 160. The connection to option YC3 is
through pin 36 of the jumper connector at location HF.

Term R16A refers to the second copy of term R16. (The Boolean should indicate

two copies of R16 leaving the option.) It travels to four different options: one on
each board. First it leaves board B through jumper 1G-39 to option YD4 on

CRAY PROPRIETARY
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board A; from there it travels through jumper IG-40 to options YD5, YD6, and
YD7 on boards B, C, and D respectively.

® At the end of the R term listing, the status of the internally-wired forced terms
is shown.

The second section of the PCLDCPU document indicates the logical connections between
each of the edge connector logical pin identifiers and the input terms on the individual
options. A sample listing from CN4 is shown in Figure A-17.

cnd il6

cnd il6' ym0 i34 .Release' Subsection 2

Figure A-17. Second Section of PCLDCPU Document

In this example, the edge connector pin identified as pin CN4 I16 is not used, while pin
CN4 116" goes to option YMO as input term I34. To find the original source of this input
term from another module, as well as to determine the physical location of the edge
connector corresponding to the logical identifier CN4 I16', refer to the “Wire Tabs”
documentation.

PCTAB Document

The PCTAB document is essentially the same document as the CPU load chart,
PCLDCPU, and has the same two sections. There are, however, two notable differences.
First, the listings of each option in the first section show not only the destinations of the
R terms, but also the sources of the incoming I terms. This is the only documentation
available that directly shows the sources of these terms. Second, the jumper connections
that the I or R terms pass through enroute to the individual options are not indicated. A
sample listing from the first section showing part of the listing for option YLO is shown
in Figure A-18, followed by a bulleted description of each term.

OO CRAY PROPRIETARY A-19
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CHIP COPY: YLO LOCATION: CEF OPTION TYPE: YL PCTAB 12/02/87 11:33:22
_________________________________________________ .!,__.________________——-
YLO I31 (== CN5 149 I CPU H Go Subsection N
YLO 132 <== YKO R10 : Sec 0 SS0,4
1
YLO 148 (== :
YLO I50 == FORCE1 i
_________________________________________________ !'._________._________..__-
YLO R15A°" =--=> CNO R121’ ! SEC 0 GOSS 28
ﬁi)\/\/\l/\/\/\

Figure A-18. First Section of PCTAB Document

Term 131 comes into the YLO option from edge connector logical pin CN5 149.

Term I32 comes into the YCO option on board C from term R10 of the YKO

option on board A. Note that the jumper connector used between boards is not
indicated. To find this connector, consult the R term listing for YKO in the first

section of PCLDCPU.
Term [48 is left open.
Term I50 is an internally wired forced 1.
°

® Term R16'is not used.

The second copy of term R15' is sent to edge connector logical pin CN0O R121".

A sample listing of the second section of the PCTAB document is not shown because it is
very similar to the corresponding listing for the PCLDCPU document deseribed earlier.

PCLD, Subsection Data, Bank Subsection Documents

The PCLD, Subsection Data, and Bank Subsection documents make up the PC load
chart for the memory module. There are four PCLD documents, four Subsection Data

documents, and eight Bank Subsection documents.

Together they contain the same

information for the memory module as the PCLDCPU document does for the CPU

module.

However, the R term data is not arranged alphabetically by option in one

listing, but is grouped by function (bank selects, go reads, and so on) and is spread over
the 12 documents. The portion of the load chart covered in each document is explained

in the following subsections.
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PCLD Documents

Each of the four PCLD documents (PCLDA, PCLDB, PCLDC and PCLDD) contain
information on one board of the memory module. This information is grouped under 22
different headings according to the function of the terms. The logical connections
between the edge connectors and the options are listed in seven of these groups. Most of
these connections are listed at the beginning of each document under two separate
headings: $net list ecnM and $net list enN, where M and N stand for 0 and 1 on PCLDA, 2
and 3 on PCLDB, and so on. The rest of the connections are listed in five other places
throughout each document, under the following headings:

® $ z connector fan-out inputs
® $ v connector fan-outs

® §$yconnector cpuX ss select
® $yconnector cpuY ss select
® $clock

Sample listings of $ net list cn0 and $ z connector fan-out inputs fromPCLDA are shown
in Figures A-19 and A-20, followed by a bulleted description of each edge connector pin.

$ net Tist cn0 kkdkkkkkkkkk  cpy() rkkkkkkkkkkkkkkk

cn0 i55 zx33 i74 .goss 7/bank bit 2
cn0 i55' .

cn0 i56 zx0 10 zx10 i70 zx20 i0 zx30 i70 .bank bit 0
jumper CF-33 CF-33 CF-33

o~

Figure A-19. $ Net List Cn0 listing from PCLDA

® In this example the edge connector pin identified as CNO I55 connects to input
term 174 on the ZX33 option. This is the Go Subsection 7/bank bit 2 signal from
CPU 0. (In these $net list listings, the number following CN actually refers to
the CPU using this path between the edge connector and the option.) To find
the original source of this input term from another module, as well as to
determine the physical location of the edge connector corresponding to the
logical identifier CNO I55, refer to the “Wire Tabs” documentation.

® FEdge connector pin CNO I55' is not used.

® Edge connector pin CNO I56 brings in bank bit 0 from CPU 0 and routes it to
the ZXO0 option as term 10. It also sends it to options ZX10 (board B), ZX20

XXX CRAY PROPRIETARY A-21
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A-22

(board C), and ZX30 (board D) through pin 33 of the jumper connector at
location CF.

Note: For memory options, the first digit of the option number indicates the
board on which the option is found. A 0 denotes board A, 1 denotes board B, and
s0 on. Thus option ZY21 would be on board C, while option ZR12 would be on
board B.

$ z connector fan-out inputs

cnl0 i6 zo0 183 .a4/#
cnl0 i6' .

cnl0 i7 zw2 182 .#/bk b0
cnl0 i7!' .

cnl0 i8 zol 180 zol 181 .(ad)/#

/\/\/\/\/\/\

Figure A-20. $ Z Connector Fan-out Inputs listing from PCLDA

The information in $ Z Connector Fan-out Inputs uses the following notations in
its comments column:

Comment Explanation
ad Address bit 4
bk b0 Bank bit 0
(ad) Complement of a4
# Pin not used
A/B See the following description

A/B indicates two relative positionings of the memory module within the
chassis. When the module is inserted into an A position slot, the
comment to the left of the / applies to the term, and when the module is
inserted into a B position slot, the comment to the right of the / applies to
the term. The chassis slots considered A positions and B positions are
shown in Table A-1 for a section of memory.

Thus, if 2 memory module is inserted in an A position slot, address bit 4 enters
edge connector pin CN10 I6 enroute to the ZO0 option as term 183. However, if
the same module is inserted in a B position slot, edge connector pin CN10 I6 is not
used.
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Table A-1. Memory Module Positions

Position

Memory Module

Memory section n data bits 0 to 8

Memory section n data bits 9 to 17

Memory section n data bits 18 to 26

Memory section n data bits 27 to 35

Memory section n data bits 36 to 44

Memory section n data bits 45 to 53

Memory section n data bits 54 to 62

>lriojm|w|w|>»|>

Memory section n data bit 63, check bits 0 to 7

The remaining groups of information on the PCLD documents contain listings of the R
terms for each option showing their destinations. However, any R terms that directly

enter the memory chips

do not appear in these listings, but are shown in the Bank

Subsection and Subsection Data documents described later. These R terms include
memory write data, the memory address, and the write enable and chip select controls.
All other R terms are shown on the PCLD documents and are grouped according to their
funetion; they are not arranged alphabetically by options. Some of the groupings are Go
Subsection Fan-out, Bank CPU Select, Go Read CPU a-h, and so on. Sample listings
from the groups titled $delays and $subsection 1: ss cpuh are shown in Figures A-21 and
A-22, followed by a bulleted description of each term.

zal r33 zm0 i1l
Jjumper
zal r33' zul 11
jumper

forcel zal 1100
forcel zal i8

$delays : address a0-al6,data d0-d8,go write cpu0,l

/\/\/\/\/\/\

zml0 i61 zm20 i1l zm30 i6l .cpul addr 9
DE-07 DE-07 DE-07
zull i61 zu2l i1l zu3l i61 .

JE-15 JE-15 JE-15

Figure A-21. $ Delays listing from PCLDA

® Output term R33 from option ZA1 (board A) is sent to option ZMO (board A) as

input term I11,

to option ZM10 (board B) as input term 161, to option ZM20

(board C) as input term I11, and to option ZM30 (board D) as input term I61.
The last three connections are made through Pin 07 of the jumper connector at

location DE.
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® Note that output term R33' is not sent to any of the same options as the true
term R33.

® The listing of any internally-wired forced terms on an option always occurs
immediately after the last R term for the option, even though some of the other
R terms may be listed under another heading. In the case of the ZAl option
shown in the example, terms R8 through R15 do indeed occur later in the
PCLDA document under the heading $ z connector 1-8 fan-outs.

$subsection 1 : ss cpuh

zr3 rl2 .
jumper LA-25
zr3 rl12' zs20 i10 .cpue ss bit 0

jumper FA-30

Figure A-22. § Subsection 1: ss cpuh listing from PCLDA

® In this listing, term R12' from option ZR3 (board A) is sent through pin 30 of the
jumper connector at location FA to option ZS520 (board C) as input term I110.

® Term R12, while it is not used, it still sent through jumper LA-25 to another
board before it is terminated.

Subsection Data Documents

There are four Subsection Data documents, one for each board of the memory module.
Each document contains information on the writing or reading of data for two
subsections of memory. Subsection Data A contains subsections 0 and 1; Subsection
Data B contains subsections 2 and 3; Subsection Data C contains subsections 4 and 5;
and Subsection Data D contains subsections 6 and 7. The doecumentation shows both the
write and read paths of memory data. These two separate paths are shown on alternate
lines of the listing. The documentation traces the logical path of each memory write
data bit from the R term of the option immediately preceding the memory chip to the I
terms of two memory chips. One chip is then selected by the chip select. For read data,
the documentation traces the logical path of each data bit from one of two memory chips
(depending on the chip select) to the I term of the appropriate ZR option. A sample
listing from Subsection Data A is shown in Figure A-23, followed by a bulleted
description of the write and read paths.
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$ subsection 0 : data bits

zwl r4' zza3 1305 zza3 ji705 .bank 2 data bit 2
zza3 r3 zza3 r7 zr0 i8
zwl r5!' zza7 i005 zzad 1205 .bank 2 data bit 3

zza7 r0 zzad r2 zrl i6

Figure A-23. $ Subsection 0 listing from Subsection Data A

® The first column of the write path description shows the R term-and option that
the data comes from.

® The last two columns of ‘the write path description show the destination

memory chips for the data: - ZZA3 denotes the. memory chip:group (8 chips per
group), and 1305 specifies chip-3, pin 5, as shown in Figure A-24.

> 'zza3 i

4 5 6 17 Pin 5

Figure A-24. Memory Write Data Destination

In the example, bank 2, data bit 2 comes from:option ZW1, term R4’ enroute to
chips 3 and 7 of memory chip group ZZA3, on pin:5. Though both chips receive
the Write Enable, only one receives the chip select.

® The read path description is similar, except that the R term itself indicates the
specific chip of the memory chip group from which the data comes. Thus bank
2, data bit 2 comes from memory chip group ZZA3, chip 3 or 7 (depending on the
chip select), as term R3 or R7 enroute to option ZR0 as input term 18.

Bank Subsection Documents
) There are eight Bank Subsection documents, one for each subsection (0'through 7): They

document the paths of the memory address, the write enable, and the chip select from
the R term of the option immediately preceding the memory chips to the I terms of nine
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separate memory chips. The memory chips used are indicated by the same notation used
in the Subsection Data documentation. Although the source options are not listed
alphabetically and there are no comments in these documents, the information is
grouped into eight sections. Each section contains information on a particular bank (0
through 7) and is separated from the other sections by a blank line in the listings. There
are 36 bits of information per bank and they occur in the listings in the following
sequence:

. Address bit 0

. Address bit 0

. Address bit 1

. Address bit 1'

I

31. Address bit 15
32. Address bit 15'
33. Chip Select 0
34. Chip Select 1
35. Write Enable
36. Write Enable.

A sample listing of Bank Subsection 1 is shown in Figure A-25, followed by a bulleted
description of each R term.

: i
N

Figure A-25. Bank Subsection 1

zn2 rb6 zzc8 1419 zzc8 1019 zzchH 1319 zzc7 1419 zzc7 019 &
zzcd 1319 2zzc6é i419 zzc6 i019 zzc3 7319

zn2 r6' zzch i719 zzch 1619 zzch 1219 zzc4 i719 zzc4 1619 &
zzcd 1219 zzc3 1719 zzc3 1619 zzc3 i219

"

® The leftmost column shows the R term and option that the information comes
from. This is followed by a two-line listing showing the nine chips that the
term goes to. Thus, subsection 1, bank 2, address bit 0 comes into the memory
chips from option ZN2 as term R6. It goes to chips 0 and 4 of memory chip
groups ZZC6, ZZC7, and ZZC8, and to chip 3 of memory chip groups ZZC3,
ZZC4, and ZZC5 on pin 19.

® An inverted copy of this bit comes from option ZN2 as term R6', and goes to
chips 2, 6, and 7 of memory chip groups ZZC3, ZZC4, and ZZC5 on pin 19.
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WIRE TABS

The Wire Tabs document lists the interconnections between the modules in the
mainframe. It traces a bit from the R term of an edge connector on one module to the I
term of an edge connector on another module. It can also be used to find the module and
R term coming into an input I term on a given module. In addition, it tells the physical
location of the pin corresponding to the logical pin identifier.

The document contains 41 sections, one for each module in the ‘chassis, numbered from 1
through 41. To find the destination of an R term leaving CPUO, consult the listing for
location 17; to find the source of an I term, such as data bit 6, entering memory section 1,
consult the listing for location 9. A sample listing for location 19 showing an I and R
term is shown in Figure A-26, followed by a bulleted description of each column.

LOCATION 19 CRAY Y-MP WIRE TABS S/N 0 01-08-88
SOURCE . | DESTINATION |
TERM PIN TS ELOC TERM PIN TS LEN E DESCRIPTION
06-1056 ydgi8 38 <== :17 07-R023 ydd03 11 020 :CPU A-C Shared Reg. Data Bit 56
05-R028 zcf03 14 - :23 04-1016 zad18 36 015 :CPU h Release Subsection 2

/\/\/\/\/\/\/\

Figure A-26. Wire Tab Listing for Location 19

The first column, labeled TERM, contains the logical pin identifiers for the I or
R terms, in this example, CN6 156 or CN5 R28.

The second column lists the physical location of the pin identified in the first
column. Thus, term 156 enters the module through pin 18 of the edge connector
along the Y side of the module, board D, location G; and term R28 leaves the
module through pin 3 of the edge connector along the Z side of the module,
board C, location F.

The third column indicates the time segment at which the term enters or exits
the module.

The fourth column lists the location of the source or destination module.

The fifth, sixth, and seventh columns are similar to columns 1 through 3, but
with source and destination information reversed.

The column marked LEN tells the length of the wire in inches between the two
modules.

The last column contains a description of the term.
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