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CM02 Memory Module 

CM02 Module Description 

The CM02 memory module contains the central memory that is common 
to all processors in a CRAY T90 series mainframe. The memory module 
consists of a printed circuit board with memory stacks on board 1 and 
logic options on board 2. Memory stacks contain the memory chips that 
store the data. When fully populated with 4 Mbit (2 Mbit x 2) chips, a 
CM02 memory module contains 32 Mwords of memory with 2 million 
words per bank. 

Memory modules are arranged in stacks within the mainframe. A 
CRAY T932 system can include two or four module stacks with each stack 
containing two, four, or eight memory modules. A CRAY T916 system 
can include two module stacks with each stack containing either four or 
eight memory modules. A CRA Y T94 system includes only one module 
stack that contains either two or four memory modules. 

In CRAY T916 and CRAY T932 systems, each module stack connects to 
four network modules. The network modules enable all processors to 
communicate with memory at the same time. In CRAY T94 systems, a 
module stack connects directly to the CP modules; therefore, the [mal 
levels of memory interconnecting and routing take place on the memory 
modules. 

Memory Organization 

Sections 

HTM-xxx-x 
December 14, 1994 

Central memory is organized by sections, subsections, and banks; 
however, CRA Y T94 systems do not have subsections. Refer to the 
"CRAY T94 Memory," "CRAY T916 Memory," and "CRAY T932 
Memory" subsections on pages 9, 12, and 16, respectively, for 
information on memory organization for the specific CRA Y T90 series 
systems. 

A memory section is the range of memory components that can be the 
destination of a request from a CPU through a single path. In a 
CRAY T90 series system, each memory section is independent and 
corresponds with one of eight CPU memory access paths. Each access 
path has its own connector; therefore, each CPU can access any section of 
memory. During a read request, a CPU can make a request to each access 
path each clock period. During a write request, a CPU can make a request 
to each access path every two clock periods. 
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Subsections 

Banks 

Word 

A section conflict occurs when one CPU tries to address the same section 
of memory more than once dunn.g-thesame clocfPerioa~The CPU 
resolves a section conflict by sending one request and delaying each 
subsequent request for 1 clock period. 

In CRAY T916 and CRAY T932 systems, each section is divided into 
subsections. Each subsection corresponds to one memory module in a 
memory module stack. There are no subsections in a CRA Y T94 system. 

A subsection conflict occurs when two CPUs in the same CP module stack/~ l)'" ~f0/<' 
request the same subsection. The network module resolves a subsection 
conflict by sending one request and delaying each subsequent request for 
1 clock period. 

Banks are organized into bank pairs as nln+4 (for example 0/4, 115,2/6, 
and so on). Each memory stack stores the upper or lower bits of the bank 
pair. Each memory bank is an independent unit of memory and is 
controlled as such; therefore, requests to different memory bank pairs do 
not cause access conflicts. 

A bank conflict occurs when a CPU requests a bank that is busy or if two 
CPUs in two different CP module stacks request the same bank. The 
memory module resolves a bank conflict by delaying the request for "bank 
busy time." 

Each requestto' a bank receives one 64-bit data word (along with the 12 
error':correctlonbits) from the requested bank. 

Memory Configuration 

6 

Software address mapping through the maintenance channel controls 
memory configuration. The System Configuration Environment (SCE) 
provides the interface for selecting sections, subsections, banks, and 
groups in a particular configuration to control memory degrades and/or 
logical memory partitions. 
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When you degrade memory, you are bypassing areas in memory where 
failures occur; then, the system can continue to operate and you may 
perform system maintenance on the degraded portion of memory. By 
degrading memory, you are forcing selected section, subsection, and bank 
bits. Therefore, the memory address referenced by the CPU is different 
than the address received by memory. Figure 1 illustrates an example of 
bits 2, 5, 9, 10, and 11 being forced to either a 1 or a 0, which degrades the 
lower sections (0 through 4) and the upper subsections (4 through 7) of 
memory. 

Word Bank Subsection Section 

Word Bank Subsection Section 

1 - Selects sections 4, 5, 6, 7 

2 - Selects subsections 
0,1,2,3 

3 - Selects banks 0, 1, 2, 3, 
4,5,6,7 

Figure 1. Example of Degrading Sections 0-3 and Subsections 4-7 

HTM-xxx-x 
December 14, 1994 

Degrading memory should be done on a system-wide basis. That is, if 
your mainframe has logical partitions, each partition is affected when you 
degrade memory. 

By logically partitioning memory, you are forcing CPUs and 110 channels 
to access different memory partitions. When you logically partition 
memory, you are forcing one or two group bits to either a ° or aI, which 
divides memory in either halves or quarters. Table 1 shows how SCE 
logically partitions memory. For more information on SCE and degrading 
and partitioning memory, refer to the System Configuration Environment, 
publication number HDM-xxx-x. 

All configuration/degradation selections apply symmetrically within a 
processor; for example, selecting 4-bank mode within a CPU means that 
all requests on all memory ports will use 4-bank addressing. It is not 
possible, for example, to use 4-bank addressing through one port and 
8-bank addressing through the remaining ports. The CRA Y T94, 
CRAYT916, and CRAYT932 memory subsections describe the 
configurations available for the specific systems. 
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Table 1. Logical Memory Partitions (SCE Default) 

Group Profile Group Select 
Number of Partitions Bitst Bitst 

Partition 
1 2 1 2 

1 0 -- -- -- --

2 0 NU 1 NU 0 
1 NU 1 NU 1 

2 0 1 NU 0 NU 
1 1 NU 1 NU 

3:j: 0 NU 1 NU 0 
1 1 1 0 1 
2 1 1 1 1 

4 0 1 1 0 0 
1 1 1 0 1 
2 1 1 1 0 
3 1 1 1 1 

t NU means that the profile/select is not set. This is not an SeE function. 
+ There are other ways of getting 3 partitions. 

Memory Size 

Ali 

1/2 
1/2 

1/2 
1/2 

1/2 
1/4 
1/4 

1/4 
1/4 
1/4 
1/4 

Memory Address Mapping 

8 

Memory addressing is dependent on how a CRAY T90 series system is 
configured. The CP, network, and memory modules determine how 
memory addressing occurs. Table 2 describes the address map used to 
design the CRA Y T90 series CPU. This address map accommodates 
future CRAY T90 series systems and is capable of addressing up to 16 
Gwords of memory. The "CRAYT94Memory," "CRAY T916 Memory," 
and "CRAY T932 Memory" subsections include address maps for the 
specific CRAY T90 series systems. 

Table 2. Address Map 

Address Bits Function 

0-2 Section select 

3-5 Subsection select 

6-9 Bank select 

10-34 Word select t 

Bits 10 and 11 of a word address are used for group selection. 
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CRAY T94 Memory 
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CRAY T94 memory is organized by sections and banks. A fully 
configured system has 8 sections of memory. Each section contains 
8 banks for a total of 64 banks. Figure 2 shows memory organization in a 
CRAY T94 system. 

CRAYT94 
Memory 

/ 
/ 

/ 
/ 

/ 
/ 

/ 

\ 
\ 

\ 
\ 

\ 
\ 

\ 

/ 
/ 

/ 

\ 
\ 

\ 

/ 

\ 

/ 
/ 

/ 

\ 
\ 

\ 

• • • 

Figure 2. CRAY T94 Memory Organization 

The CP and memory modules determine which section, bank, and word to 
address. Figure 3 shows the addressing map for a fully configured 
CRAYT94 system and the module type that determines the section select, 
bank select, and word select. Bits 27 through 30 are presently not used; 
however, these bits may be used in future systems to address up to 
2 Gwords of memory. 
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Bits 

10 

30 27 26 6 5 3 2 0 

Not Used Word Select Bank Select 
Section 
Select 

~---------~ ---------"'\._- ) Y I y~--~ 

Memory Module I CP Module 

Figure 3. CRAY T94 Addressing (Full Memory and No Degrading) 

The address bit layout varies for the different CRA Y T94 configurations. 
Table 3 lists the available CRAY T94 configurations and the address bit 
layout for each of the configurations. 

Table 3. CRAY T94 System Configurations 

Section 
Module Counts Configuration Address Bit Layout 

Word 
Processor Network Memory Sections Banks Section Bank Address 

1 to4 

1 to 4 

1 to4 

1 to4 

0 4 8 64 00,01,02 03,04,05,- 06-30 

0 4 8 32 00,01,02 03,04,-,- 05-29 

0 2 4 32 00,01,- 02,03,04,- 05-29 

0 2 4 16 00,01,- 02,03,-,- 04-28 

A CRA Y T94 system has one memory module stack containing either two 
or four memory modules. The memory modules connect directly to the 
CP modules. Figure 4 shows the interconnections between the CP 
modules and memory modules in a CRAY T94 system. Each connection 
between the modules in the CP module stack and the memory module 
stack is actually two connections; one physical connector on the CP 
module connects to two memory section access paths. 

Each memory module in a CRAY T94 system comprises two sections of 
memory. Figure 4 shows the memory module layout for a CRA Y T94 
system. 

Assuming the first reference is to section 0 and the memory references are 
sequential, the first two references go to sections 0 and 1 (bank 0) on the 
memory module at location C2, the next two references to sections 2 and 3 
to the memory module at location C4, and so on, until each module in the 
stack receives two references. References nine through sixteen follow the 
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same pattern but address bank 1, references 17 through 24 address bank 2, 
and so on, until all banks (64 in a fully configured system) have been 
referenced. 

B4 I 

I/O 
Module 

I .... 
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B2 

- .... 
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1/5 1/5 
I rn rn 
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0/1 4/5 2/3 6-2...1 Section 
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-I Section 
2/3 y Section C5 4/5 
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Figure 4. CRAY T94 CPU-to-Memory Interconnections 
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CRAY T916 Memory 

Bits 

12 

32 29 28 

Not Used 

CRAY T916 memory is organized by sections, subsections, and banks. A 
fully configured system has 8 sections of memory. Each section has 8 
subsections and each subsection has 4 banks for a total of 256 banks. 
Figure 5 shows memory organization in a CRAY T916 system. 

r--------;/ 

CRAYT916 
Memory 

/ 
/ 

/ 
/. 

/ 

/ 
/ 

/ 

/ 
/ 

/ 

• • • 

Figure 5. CRAY T916 Memory Organization 

The CP, network, and memory modules determine which section, 
subsection, bank, and word in memory to address. Figure 6 shows the 
addressing map for CRAY T916 memory and the module type that 
determines the section select, subsection select, bank select, and word 
select. Bits 29 through 32 are presently not used; however, these bits may 
be used in future systems to address up to 4 Gwords of memory. 

8 7 6 5 3 2 0 

Word Select Bank Select 
Subsection Section 

Select Select 

"" _______ ........ _------~)I\. A""_--. __ ..-..;) 
Y I Y I Y 

Memory Module I Network Module I CP Module 

Figure 6. CRA Y T916 Addressing 
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The address bit layout varies for the different CRAYT916 systems. 
Table 4 lists the various configurations of CRA Y T916 systems and the 
address bit layout for each configuration. 

Table 4. CRAY T916 System Configurations 

Section Configuration Address Bit Layout 

Sub- Sub- Word 
Processor Network Memory Sections sections Banks Section section Bank Address 

4 to 8 4 8 8 4 128 00,01,02 -,03,04 05,06,-,- 07 -31 

4 to 8 t 4 8 8 2 64 00,01,02 -,-,03 04,05,-,- 06-30 

4 to 8 t 2 8 4 4 64 00,01,- -,02,03 04,05,-,- 06-30 

4to 8 t 2 4 4 2 32 00,01,- -,-,02 03,04,-,- 05-29 

4 to 8 4 16 8 8 256 00,01,02 03,04,05 06,07,-,- 08-32 

4 to 8 t 4 8 8 4 128 00,01,02 -,03,04 05,06,-,- 07 -31 

4 to 8 t 2 8 4 8 128 00,01,- 02,03,04 05,06,-,- 07-31 

4 to 8 t 2 4 4 4 64 00,01,- -,02,03 04,05,-,- 06-30 

8 to 16 8 16 8 8 256 00,01,02 03,04,05 06,07,-,- 08-32 

8 to 16 t 8 8 8 4 128 00,01,02 -,03,04 05,06,-,- 07-31 

8 to 16 t 4 8 4 8 128 00,01,- 02,03,04 05,06,-,- 07 -31 

8 to 16 t 4 8 4 4 64 00,01,- -,02,03 04,05,-,- 06-30 

t This indicates a degraded or partitioned system; the system is not usually sold with this configuration. 

HTM-xxx-x 
December 14, 1994 

A CRA Y T916 mainframe has two memory module stacks consisting of 
four or eight memory modules. The memory modules connect to the 
network modules, which connect to the CP modules. Connections 
between network and CP modules are actually through the system 
interconnect board (SIB). 

Figure 7 shows the logical interconnections between the CP modules and 
memory modules in a CRAY T916 system. 
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Figure 7. CRAY T916 CPU-to-Memory Interconnection 

Each memory module stack handles 4 sections of memory. Each memory 
module within the stack is 1 subsection. Each subsection has 4 banks 
(instead of 8 banks as in the CRAY T932 and CRAY T94 systems). 
Figure 8 shows the memory module layout for a CRAY T916 system. 

Assuming the fIrst reference is to section 0 and the memory references are 
sequential, reference one goes to section 0, subsection 0 at module 
location L 1. Reference two goes to the same module but to section 1. 
References three through six go to sections 2,3,4, and 5 and subsection 0 
on the memory module at location HI. References seven and eight go to 
sections 6 and 7 subsection 0 on the memory module at location Ll. The 
next eight references follow the same sequence for subsection 1 but 
reference the modules at locations L3 and H3. This referencing pattern 
continues until all banks have been addressed. 
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Figure 8. CRAY T916 Memory Module Layout 
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CRAY T932 Memory 

16 

CRAY T932 memory is organized by sections, subsections, and banks. A 
fully configured system has 8 sections of memory. Each section has 8 
subsections and each subsection has 8 banks for a total of 512 banks. 
Figure 9 shows memory organization in a CRAYT932 system. 

CRAYT932 
Memory 

/ 
/ 

/ 

/ 
/ 

/ 

/ 
/ 

/ 
/ 

/ 
/ 

" " " " " " " " " " " " " 
Figure 9. CRAY T932 Memory Organization 

The CP, network, and memory modules determine which section, 
subsection, bank, and word in memory to address. Figure 10 shows the 
addressing map for CRAY T932 memory and the module type that 
determines the section select, subsection select, bank select, and word 
select. Bit 9 is presently used as part of the word select; however, this bit 
can be used as part of the bank select in future systems to address 16 
banks per subsection. Bits 30 through 33 are presently not used; however, 
these bits may be used in future systems to address up to 16 Gwords of 
memory. 
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Bits 33 30 29 9 8 6 5 3 2 0 

~ Not Used Word Select Bank Select Subsection Section I Select Select 

~~---------------y~---------------)~ y ~,----y----) 
Memory Module I Network Module I CP Module 

Module Counts 

Figure 10. CRAY T932 Addressing 

The address bit layout varies for the different CRAY T932 configurations. 
Table 5 lists the various configurations of CRA Y T932 systems and the 
address bit layout for each of the configurations. 

Table 5. CRAY T932 System Configurations 

Section Configuration Address Bit Layout 

Sub- Sub- Word 
Processor Network Memory Sections sections Banks Section section Bank Address 

8 4 32 8 8 512 00,01,02 03,04,05 06,07,08,- 09-33 

8 4 16 8 4 256 00,01,02 -,03,04 05,06,07,- 08-32 

8t 4 8 8 2 128 00,01,02 -,-,03 04,05,06,- 07 -31 

8 8 8 8 2 128 00,01,02 -,-,03 04,05,06,- 07-31 

8t 8 8 8 2 64 00,01,02 -,-,03 04,05, -,- 06-30 

8t 4 4 4 2 64 00,01,- -,-,02 03,04,05,- 06-30 

8t 4 4 4 2 32 00,01,- -,-,02 03,04,-,- 05-29 

8 to 16 8 16 8 4 256 00,01,02 -,03,04 05,06,07,- 08-32 

8 to 16 t 8 16 8 4 128 00,01,02 -,03,04 05,06, -,- 07-31 

8 to 16 t 8 8 8 2 128 00,01,02 -,-,03 04,05,06,- 07-31 

8 to 16 t 4 8 4 4 128 00,01,- -,02,03 04,05,06,- 07 -31 

16 16 16 8 4 256 00,01,02 -,03,04 05,06,07,- 08-32 

16 t 16 16 8 4 128 00,01,02 -,03,04 05,06,-,- 07-31 

16 t 16 8 8 2 128 00,01,02 -,-,03 04,05,06,- 07 -31 

16 t 8 8 4 4 128 00,01,- -,02,03 04,05,06,- 07-31 

16to32 16 32 8 8 512 00,01,02 03,04,05 06,07,08,- 09-33 

16 to 32 t 16 32 8 8 256 00,01,02 03,04,05 06,07,-,- 08-32 

16 to 32 t 16 16 8 4 256 00,01,02 -,03,04 05,06,07,- 08-32 

16 to 32 t 8 16 4 8 256 00,01,- 02,03,04 05,06,07,- 08-32 

t This indicates a degraded or partitioned system; the system is not usually sold with this configuration. 
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-.... .... .... -... 

A CRA Y T932 system has two or four memory module stacks with each 
module stack containing either two, four, or eight memory modules. The 
memory modules connect to the network modules, which connect to the 
CP modules. The system interconnect board (SIB) connects these 
memory modules to the network modules and to the CP modules. 

Figure 11 shows the logical interconnections between the CP modules and 
memory modules in a CRAY T932 system. 
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Figure 11. CRAY T932 CPU-to-Memory Interconnections 
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Each memory module stack handles two sections of memory. Each 
memory module within the module stack is one subsection. Figure 12 
shows the memory module layout for a CRAY T932 system. 

Assuming the first reference is to section 0 and the memory references are 
sequential, references one and two go to sections 0 and 1 subsection 0 at 
module location PI. References three and four go to sections 2 and 3 
subsection 0 at module location DI. References five and six go to 
sections 4 and 5 subsection 0 at module location HI. References seven 
and eight go to sections 6 and 7 subsection 0 at module location LI. This 
sequence continues as a descending spiral through the module stacks and 
memory subsections until all subsections and banks have been addressed. 
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Figure 12. CRAY T932 Memory Module Layout 
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Memory Module Components 
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A CM02 memory module consists of two boards: board 1 and board 2. 
Figure 13 and Figure 14 show the components contained on board 1 and 
board 2, respectively. The following subsections describe the components 
on the memory module. 

0,4 

1,5 

2,6 

3, 7 

0,4 

1,5 

2,6 

3, 7 
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--------------- - .1- ____________ -----
I AF BF 

zc zd Upper Bits 

lAG BG 
zc zd 

IAH BH 
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IAI BI 
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Figure 13. CM02 Memory Module Board 1 
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Figure 14. CM02 Memory Module Board 2 

Memory Module Connectors 
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There are eight ZA connectors on each memory module; four connectors 
on board 1 and four connectors on board 2. The ZA connectors on board 
1 handle the memory access paths for processors 4, 5, 6, and 7, and the 
ZA connectors on board 2 handle the memory access paths for processors 
0, 1, 2, and 3. Each ZA connector is associated with one of the eight 
memory access paths. 
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Memory Module Options 

Table 6 lists the memory module options. In addition to the options listed 
in the table, the memory module has one MZ and one TZ option. These 
options are common to all CRAY T90 series modules. The MZ option 
receives and fans out boundary scan and bumline signals, and the TZ 
option receives and fans out the system clock. 

Table 6. CM02 Memory Module Options 

Option Option 
Name Quantity Option Description 

MF 16 The MF option is a transmitter and a receiver that can talk to 
another module 2 to 6 phases away. This option also receives 
the sanity code bit pattern. 

MC 32 The MC option provides a 4 x 4 multiplexer that determines 
which bank to steer data to or retrieve data from on a write 
from or read to memory, respectively. 

MA 16 The MA option controls memory cycle and memory access 
time and also controls the spare memory chip selection when a 
bad memory chip is detected. This option gates data, address, 
and control information through a four rank FI FO buffer to one 
of two banks. 

Memory Stacks 

22 

Each memory module has 16 memory stacks. Each memory stack 
consists oftwo printed circuit boards (STOI A and STOI B) with 40 
2 Mbit x 2 SRAM memory chips between them. The memory chips are 
arranged in two vertical rows of 20 chips each; 19 chips in each row store 
data and 1 chip in each row is a spare memory chip. 

Figure 15 shows a memory stack and the pin-outs for each memory chip 
within the memory stack. Memory stack connectors (MSCs) connect 
memory stacks to the memory module (refer to Figure 15). An MSC is an 
EZIF connector that requires the application of electric current to insert or 
remove the memory stack from the module. Refer to the CRAY 1'90 Series 
Field Repair Procedures document, publication number HMM-xxx-x, for 
a procedure on replacing a memory stack. 
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Figure 15. Memory Stack 

Figure 16 shows the bit-to-chip layout for the chips within a memory 
stack. Each memory stack handles either the upper or lower bits of a word 
for two different banks; each row of chips is one bank. Each memory chip 
within the rows handles 2 bits of the word. The top chip in each row is a 
spare memory chip. This spare memory chip can be used in place of a 
defective memory chip. 

Cray Research Proprietary 
Preliminary Information 

23 



CM02 Memory Module 

Lower 
Bits 

Upper 
Bits· 

~ N+4 

Spare Bits 0 and 1 
Bits 0 and 16 
Bits 1 and 17 
Bits 2 and 18 ......-- • • • ~ 
Bits 13 and 29 
Bits 14 and 30 
Bits 15 and 31 
Bits 64 and 67 
Bits 65 and 68 
Bits 66 and 69 

L N+4 

S~are Bits 0 and 1 
Bits 32 and 48. 
Bits 33 and 49 . 
Bits 34 and 50 

• ... .? • 
Bits 45 and 61 
Bits 46 and 62 
Bits 47 and 63 
Bits 70 and 73 

Bits 71 and 74 
Bits 72 and 75 

/1 /' BankN /1 
Spare Bits 0 and 1 
Bits 0 and 16 
Bits 1 and 17 
Bits 2 and 18 

~ - • • • ~ 
Bits 13 and 29 
Bits 14 and 30 
Bits 15 and 31 
Bits 64 and 67 
Bits 65 and 68 
Bits 66 and 69 

LI L BankN /1 
Spare Bits 0 and 1 
Bits 32 and 48 
Bits 33 and 49 
Bits 34 and 50 - • • • ----Bits 45 and 61 
Bits 46 and 62 
Bits 47 and 63 
Bits 70 and 73 
Bits 71 and 74 
Bits 72 and 75 

Figure 16. Bit-to-Chip Layout on the Memory Stack 
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Spare Memory Chip Configuration 
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Each memory stack has 2 spare memory chips (refer to Figure 16). Using 
special direct memory access (DMA) commands from the maintenance 
channel, you can flaw a bad memory chip and use one of the spare 
memory chips that is located in the same row in the memory stack. 
Because each memory chip handles 2 bits, both bits on the chip are 
automatically flawed when a spare memory chip is configured into the 
system. Refer to the System Configuration Environment (SCE) document, 
publication number HDM-xxx-x, for information on how to configure a 
spare memory chip. 

The MA option configures the data around the bad memory chip. When 
the system receives the command to flaw a memory chip, the MA option 
determines which bits to shift around, and the MA option sets a Special bit 
that enables the bits to shift and bypass the flawed memory chip. 
Figure 17 illustrates the bit shifting between the MA option and the . .). 
memory stack. In this figure, bits 9 and 25 are in error and are bypassed. . _ 
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CRAY T90 series error correction and detection is designed for "x 2" 
memory chips where each chip stores 2 bits of each data word. These 2 
bits are called a byte. The error-correction code is designed to detect and 
correct byte errors, in which a byte error is an error in either or both bits of 
the byte. This method of error correction and detection is known as 
single-byte correction/double-byte detection (SBCDBD). With 
SBCDBD, single-byte errors can be detected and corrected, double-byte 
errors can be detected but not corrected, and errors involving 3 or more 
bytes cannot be reliably detected. 
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Each memory data word consists of76 bits: 64 data bits and 12 check 
bits. During a write operation, a matrix algorithm generates the 12 check 
bits and stores them with the data bits. The matrix algorithm groups the 
data into six groups that are consistent with the bit-to-chip layout 
illustrated in Figure 18. The memory stack groups data this way so that 
any single data-path error between a CPU and memory stack can be 
corrected as if it were a memory error. . 

During a read operation, the check bits are ~egenerated and compared to 
the original check bits. The result of lQis comparison is called a syndrome. 
This syndrome can be broken down into Q (2-bit) bytes. 

GroupO { 

G'OUP1.{ 

G'OUP2{ 

Group 3 { 

Group 4 { 

Group 5 { 

,. 

./ Bank 4 /1 ./ BankO 

Spare Bits 0 and 1 " .' . Spare Bits 0 and 1 
Bits 0 and 16,' Bits 0 and 16 
Bits 1 and 17 -Sits 1 and 17 
Bits 2 and 18 Bits 2 and 18 
Bits 3 and 19 Bits 3 and 19 
Bits 4 and 20 " Bits 4 and 20 
Bits 5 and 21 ' Bits 5 and 21 
Bits 6 and 22 Bits 6 and 22 

'Bits 7 ana 23 
,. 

Bits 7 and 23 
Bits 8 and 24 Bits 8 and 24 
Bits 9 ana 25 Bits 9 and 25 
Bits 1 O'and 26 Bits 1 0 and 26 

• Bits::11 and 27 Bits 11 and 27 
Bits 12 and 28 Bits 12 and 28 

,···Bits 13 and 29 Bits 13 and 29 
Bits 14 and 30 Bits 14 and 30 
Bits 15 and 31 Bits 15 and 31 
Bits 64 and 67 Bits 64 and 67 
Bits 65 and 68 Bits 65 and 68 
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Spare Bits 0 and 1 Spare Bits 0 and 1 
Bits 32 and 48 Bits 32 and 48 
Bits 33 and 49 Bits 33 and 49 

. Bits 34 and 50 Bits 34 and 50 
Bits 35 and 51 Bits 35 and 51 
Bits 36 and 52 Bits 36 and 52 
Bits 37 and 53 Bits 37 and 53 
Bits 38 and 54 Bits 38 and 54 
Bits 39 and 55 Bits 39 and 55 
Bits 40 and 56 Bit~~and56 
Bits 41 and 57 Bits 41 and 57 
Bits 42 and 58 Bits 42 and 58 
Bits 43 and 59 Bits 43 and 59 
Bits 44 and 60 Bits 44 and 60 
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Figure 18. Data Bit Groups for SBCDBD 
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Syndrome Decoding 

Syndrome Bit 

0001 64 

0002 67 

0004 65 

0010 68 

0020 66 

0025 7 

0040 69 

0052 23 

0100 70 

0105 0 

0124 12 

0200 73 

0212 16 

0250 28 

0400 71 

0405 1 
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When a CPU receives an error, it decodes the syndrome to correct the 
failing byte or to flag the double-byte error. Table 7 and Table 8 list the 
different syndromes and the bits associated with each syndrome. If a 
syndrome is not listed in the table, then it is a multiple- or double-byte 
error and cannot be corrected. 

Table 7. Syndrome Chart for 1 Bit in Error 

Syndrome 

0501 

0504 

0520 

0525 

0555 

0571 

1000 

1012 

1202 

1210 

1236 

1240 

1252 

1266 

2000 

2005 

Bit Syndrome Bit Syndrome 

32 

33 

34 

35 

37 

36 

74 

17 

48 

49 

52 

50 

51 

53 

72 

2 

2021 43 

2024 6 

2120 11 

2125 13 

2133 15 

2136 14 

2401 44 

2420 38 

2425 8 

2500 39 

2505 3 

2521 45 

2524 40 

2664 42 

2744 41 

3053 26 
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3321 

3612 

3621 

4000 

4012 

4042 

4050 

4240 

4247 

4252 

4255 

4427 

4742 

5002 

5040 

5052 

Bit Syndrome Bit 

47 5170 57 

20 5200 55 

46 5212 19 

75 5242 61 

18 5250 56 

59 5330 58 

22 5505 5 

27 5542 63 

30 6426 10 

29 6612 21 

31 7051 25 

9 7105 4 

62 - - - -

60 - - - -

54 - - - -

24 - - - -
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Table 8. Syndrome Chart for 2 Bits or 1 Byte in Error 

Syndrome Bit Syndrome Bit Syndrome Bit Syndrome Bit Syndrome Bit 

0003 64,67 

0014 65,68 

0060 66,69 

0077 7,23 

0300 70, 73 

0317 0,16 

0374 12,28 

1400 71,74 

Syndrome Rule 

Syndrome = a 

1417 1,17 3476 9,25 6366 15,31 7634 41,57 

1703 32,48 4717 4,20 6371 14,30 7700 39,55 

1714 33,49 5475 10,26 6663 47,63 7717 3, 19 

1733 37,53 6000 72, 75 7163 46,62 7763 45,61 

1747 36,52 6017 2, 18 7403 44,60 7774 40,56 

1760 34,50 6063 43,59 7460 38,54 6377 13,29 

1777 35,51 6074 6,22 7477 8,24 -- --

3317 5,21 6360 11,27 7554 42,58 -- --

Special rules govern the decoding of a syndrome. Table 9 lists these rules 
and provides an example and description of the syndrome byte error. 

Table 9. Syndrome Decoding Rules 

Example: 
Syndrome Bytes t Error Description 

5 4 3 2 1 a 
a a a a a a No error occurred. 

Even number of bytes in error 00 00 01 00 01 00 Double- or multiple-byte error. 

1 byte is in error 00 01 00 00 00 00 Checkbyte error. The byte indicates which 
check bits are in error. 

3 or 5 bytes in error 00 01 01 00 00 01 Single-byte error in data field. 

t 00 = Good Byte 
01, 10, 11 = Bad Byte 

Example: Decoding a Syndrome 

28 

To decode the syndrome, the system views it as 6 bytes numbered 0 to 5 
from right to left. If both bits in a particular byte of a syndrome are O's, 
that syndrome byte is good. If either bit in the syndrome byte is 1, the 
syndrome byte is bad. Use the following sequence to understand how the 
system decodes the syndrome; this sequence contains the example of 
decoding syndrome 5170. 
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1. Decode the syndrome. 

I 5170 I Syndrome 

--------
] 1 01 001111-~~~-1 Binary Syndrome 

110 i 10 ~ 01 i 11 i 10 i 00 I Syndrome Bytes 

5 4 320 

2. Find 2 identical bytes in a bad byte, bad byte, good byte pattern. 
Begin with byte 0 and work right to left in a counterclockwise 
direction. The 2 bad bytes are called identifier bytes. 

Identifier Bytes 
~. 

," 110 i 10 i 01 i 11 i 10 1 00 I Syndrome Bytes 

, , 5 4 3 2 1 o 
y --- - - - - - - -.. Good Byte 

3. Determine the group in error by using Table 10. In the example, the 
identifier bytes (bad byte, bad byte) are bytes 4 and 5, and the good 
byte is byte O. Therefore, the group in error is group 4. 

Table 10. Group in Error 

Bad Bytes Good Bytes 

o and 1 2 

1 and2 3 

2and3 4 

3and4 5 
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30 

4. Assign letters A, B, and C to the remaining 3 bytes. Assign letter A 
to the first byte to the left of the good byte and continue the') 
assignments from right to left in a counterclockwise direction. 

, G B A , 

11 0 ~ 10 ~ 01 ~ ~ 10 ~ 00 I I 

11 Syndrome Bytes 
, , 

5 4 3 2 1 Y --- ------ -... Good Byte 

5. Use one of the following conditions to determine the failing data 
byte: 

Bad Byte 

Byte A 

Byte B 

ByteG 

• If exactly one of bytes A, B, or C is in error and has the same 
value as the identifier bytes, use Table 11 to determine the 
failing data byte. If the bad byte does not match the identifier 
byte, a multiple-byte error occurred and cannot be corrected. 

• If bytes A, B, and C are all bad bytes, byte A matches the 
identifier byte, and all 3 bytes (A, B, and C) are different, use 
Table 12 to determine the failing data byte. If 2 bytes are the 
same and 1 byte is different, a multiple-byte error occurred and 
cannot be corrected. 

Table 11. Failing Data Byte (3 Bytes in Error) 

Group 5 

27 

28 

Failing Data Byte 

Group 4 Group 3 

16 

22 17 

23 18 
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Bad Byte 

G B A 

01 01 01 

10 10 10 

11 11 11 

11 10 01 

10 01 11 

10 11 01 

11 01 10 

01 10 11 

6. 

Bits in Byte 
Byte 

Number 1st Bit 

000 00 

001 01 

002 02 

003 03 

004 04 

005 05 

006 06 

007 07 
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2nd Bit 

16 

17 

18 

19 

20 

21 

22 

23 
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Table 12. Failing Data Byte (5 Bytes in Error) 

Failing Data Byte 

Group 5 Group 4 Group 3 Group 2 Group 1 Group 0 

29 24 19 13 8 3 

30 20 14 9 4 

31 26 21 15 10 5 

Use Table 13 to determine which bit in the byte is in error. The 
example shows that bit 57 is causing the error. The following 
conditions of the identifier byte bad bites) determine the bad bites): 

Identifier Byte Bit in Error (Table 13) 

01 First bit in the byte 

Table 13. Bits in the Byte 

Bits in Byte Bits in Byte Bits in Byte 
Byte 

Number 

009 

010 

011 

012 

013 

014 

015 

016 

Byte 
1st Bit 2nd Bit Number 

09 25 008 

10 26 017 

11 27 018 

12 28 019 

13 29 020 

14 30 021 

15 31 022 

32 48 023 
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1 st Bit 

08 

33 

34 

35 

36 

37 

38 

39 

Byte 
2nd Bit Number 1st Bit 2nd Bit 

24 024 40 56 

49 -50 026 42 58 

51 027 43 59 

52 028 44 60 

53 029 45 61 

54 030 46 62 

55 031 47 63 
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Example: Decoding a Failing Check Bit 

32 

If only 1 byte of a syndrome is in error, the failing bit(s) are check bit(s). 
The following example shows how to decode a syndrome for a failing 
check bit. 

1. Decode the syndrome. 

I 0001 I Syndrome 

"" Jo; ~ ~'o'~ ~ ~'~ ~-0-11 Binary Syndrome 

00 : 00 : 00: 00: 00 Syndrome Bytes 

543 2 o 

2. Use Table 14 to determine the single bad byte and to locate the 
failing check bit(s). In this example, the first bit in byte 0 is failing, 
which indicates that the failing check bit is 64. 

Table 14. Failing Bit in a Checkbyte 

Failing Byte 

0 

1 65 

2 66 

3 70 

4 71 

5 72 
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2nd Bit 

67 

68 

69 

73 

74 

75 
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Memory Overview 

The communication protocol, or handshaking, that occurs between a CP 
module and CM module and between the options on the CM module uses 
Valid and Resume signals. Each transmitting option contains a counter. 
Each receiving option contains buffers. The transmitting option can send 
as many valid signals to the receiving option as there are buffers in that 
option. With each Valid signal sent, the counter in the transmitting option 
increments by one. When the reference advances to the next stage, the 
receiving option sends a Resume signal to the transmitting option. The 
counter in the transmitting option then decrements by one. Figure 19 
illustrates the handshaking that occurs between options. 

I 0 - 4 Counter I Valid Signal 
1---_ ........ - .... Buffers 

Data 

Resume Signal 

Transmitting Option Receiving Option 

Figure 19. Handshaking between Module Options 

CP-to-Memory Module Communications 
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Figure 20 shows communications between a CP and memory module 
during a memory reference. When a CPU references memory, it sends 
valid signals to memory followed by control signals and then address and 
data. Control information includes steering bits, a Write Reference signal, 
and a Reference Code. The steering bits direct data to the appropriate 
bank, the Write Reference signal tells memory whether the reference is a 
read or a write reference, and the Reference Code notifies memory of the 
type of reference coming from the CPU. During a read reference, the 
CPU also sends a Destination Code that gets buried into the write data 
field. This Destination Code is sent back to the CPU with the data to 
ensure that the reference gets to the appropriate place. 

During a write operation, the CPU transfers data to memory in two data 
packets. Each data packet is 38 bits wide; two packets equal 1 data word. 
The data packets are sent in 2 clock periods (CPs). The first data packet is 
sent in CP 1, and the second data packet is sent in CP 2. During a read 
operation, the full 76-bit word is transferred to the CPU in 1 CPo 
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CPU-to-Memory Communications Memory-to-CPU Communications 

I 

I 
I r-------~ 

Valid Signal I I Network 
I 

CP Module I I CM Module 
I 

I I . 
I I 

I Resume Signal I 
I I 

Control I I I 
I I 

Address Bits 0 - 24; 1 st Write Data Packet (0 - 15, 32 - 47, 64 - 66, 70 - 72) 
• . 

2nd Write Data Packet (16 - 31, 48 - 63, 67 - 69, 73 - 75) 
I I 
I 

I I 
I I I 

I I 
I I I 

Control I I 
I 

I 
I I 
I I I 

Destination Code I I 

I I I 
I 

I I I Read Data Bits 0 - 75 I . 
I I I 

I 
I I 

.. _______ J 

Figure 20. CPU-to-Memory Communications 

Memory Module Operations 

MFOption 
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Control, address, and data pass through one of eight ZA connectors to 
arrive on the memory module. Each ZA connector is associated with one 
CPU access path. During a memory write operation, the ZA connectors 
distribute control, address, and data to the MF options. The MF options 
buffer the control, address, and data and send it to the MC options, which 
multiplex it and select its bank destination. The MA options steer the 
control, address, and data to the bank specified by the MC option. 

On a read from memory, the ZA connectors distribute the control and 
address to the MF options. The MF options direct the address to the MC 
options that select the bank to address. The MA options steer the address 
to the bank specified by the MC option. Figure 28 is a block diagram of 
the memory module that shows the path through the options on the 
memory module. The following subsections explain the function of each 
option. 

The MF options are located next to the ZA connectors (refer to Figure 13 
and Figure 14); two MF options are associated with one ZA connector and 
are grouped by processor path, two MF options per processor path. Each 
option handles 32 bits of the data word, 6 of the check bits, and one-half 
of the address bits, steering bits, and Reference Code. The 
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even-numbered option handles the upper bits (32 - 63 and check bits 70 -
75), and the odd-numbered option handles the lower bits (00 - 31 and 
check bits 64 - 69). Each MF option relays the data to 4 MC options 
during a memory write operation and outputs the data to a ZA connector 
during a memory read operation. 

Figure 21 is a block diagram of the MF option. The MF option provides a 
six-buffer relay between the CPU and memory and between memory and 
the CPU. Memory references arrive on the memory module from the 
processor and are latched in the MF options in a first-in-first-out order. 
The reference is advanced through the six buffers by a Valid signal from 
the CPU (CI option) and a Resume signal from the MF option. Memory 
references can be made as long as a buffer is available. 

Delay Buffer 
Latch 

F 

MCOption 

HTM-xxx-x 
December 14, 1994 

A 
ToMe 

Figure 21. MF Option Block Diagram 

Each memory module contains 16 MC options. The MC options handle 
bank and processor access. The priority is handled on a first-come, 
first-serve basis. When a reference gains access to a bank or processor, 
that bank or processor gets last priority the next time it is accessed. The 
MC options have four input holding buffers that allow them to stack four 
memory references if the output request buffers are busy. The MC options 
receive 3 bank bits. Two of the bits determine which bank pair to address. 
The MC option sends the third bit to the MA options, which use it to 
determine the bank to address. 

During a write reference, each MC option receives control, address, and 
data from four MF options, performs a 4 x 4 multiplex of the control, 
address, and data, and then sends it to four MA options. The MC options 
receive address and data in two packets; the first packet contains the lower 
data bits, and the second packet contains the upper data bits. 
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During a read reference, the MC option does a 4 x 4 mUltiplex of the data 
and Destination Code. This option also builds the bank address to return 
the data to the processor and builds the return path that designates which 
memory port was active. 

MC001 

From MF Option 

From MF Option 

From MF Option 

MA Option 

36 

Input Holding Buffers Banks 0 and 4 To MA 0 tion 

Banks 1 and 5 To MA 0 tion 

Banks 2 and 6 To MA 0 tion 

Banks 3 and 7 To MA 0 tion 

Figure 22. MC Option Block Diagram 

This option provides all the control signals necessary to access 2 banks of 
memory. It also provides a spare chip selection feature that allows the 
maintenance port to configure around a bad memory chip. 

The MA option also receives 6 bits to control the memory access and 
memory cycle time. Access time can vary from 5 to 12 clock periods 
(CPs) and cycle time can be 2, 4, 6, 8, 10, or 11 CPs. This feature will be 
used with future memory chips to enable a faster access time and to avoid 
redesign of the module. 

On a write reference, control, address, and data are gated into a 4-rank 
first-in-first-out buffer and then gated to one oftwo banks. Because the 
MA options work in pairs to access a bank pair, only 1 bank bit is required 
to steer the data to banks 0 through 3 or 4 through 7. 

Cray Research Proprietary 
Preliminary Information 

HTM-xxx-x 
December 14,1994 

) 

) 



) 

) 

HTM-xxx-x 
December 14,1994 

CM02 Memory Module 

On a read reference, the MA options receive the control signals (including 
a Destination Code) and 20 data bits from the memory stack and gate 
them into an 8-rank fIrst-in-fIrst-out buffer. The control and data bits 
leave the MA options and enter the MC options that determine to which 
processor to send the bits. 

The MA option also confIgures data around a bad memory chip. Because 
each memory chip is assigned 2 bits, the confIguration automatically flaws 
both bits. Refer to "Spare Memory Chip ConfIguration" on page 24 for 
more information. 

Memory 
BankO 

Memory 
Bank 4 

Figure 23. MA Option Block Diagram 
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Address Distribution 

CP Module 

I A7 I 
• . . 

@ AD 

Address Memory 
Control 
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CRAY T90 series systems can use up to 35 address bits to determine 
which section, subsection, bank, and word in memory to address; 
however, not all address bits are used at this time (refer to "CRAY T94 
Memory," "CRAYT916 Memory," and "CRAYT932 Memory" on pages 
9, 12, and 16 respectively, for information on addressing). 

The CP module examines the lower 3 address bits (0 through 2) to 
determine which memory section receives the data and address. The 
remaining address bits enter the network module through a connector. 
The network module examines bits 3 through 5 to determine which 
subsection receives the address and data (for CRAY T916 and 
CRAY T932 systems only). The remaining address bits enter the memory 
module that determines which bank and word receives the address and 
data. 

As address bits are distributed through the CP, network, and memory 
modules, the modules strip off some of the address bits once they 
determine the section, subsection, bank, or word to address; then, some of 
the bits are replaced with Return Path bits that are used to steer the 
reference back to the CPU module that sent the reference. Figure 24 
shows the distribution of address bits through the CP, network, and 
memory modules. It also illustrates which address bits are stripped off as 
they pass through the different modules. 

SIB 
Network 
Module 

I 

Subsection, Bank, and Bank and Word 
Word Select Bits Select Bits 

I 
I 

I 

I 
I 

I 
I 

I 
I 

I 
I 

I 
I 

.. - co _ ! 

Figure 24. Address Distribution 
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MF001 

OBA-
OBF 

Address 
Bits 0 -11 IBA-

IBL 

OBG-
OBL 

MF002 
OBA-
OBF 

Address 
Bits 12 -24 IBA-

IBM 

OBG-
OBL 

CM02 Memory Module 

When address bits arrive on the memory module, the odd-numbered MF 
options receive address bits 0 through 11 and the even-numbered MF 
options receive address bits 12 through 24. Figure 25 is a block diagram 
that shows the flow of address bits through the memory module. As the 
address bits flow through each option, the options strip off the bits that are 
no longer needed to determine which word in memory to address. The 
MA option requires 21 address bits to determine the word select. 

MC001 Address MA001 Memory 
Bits 0-5 Stack 

OAF- IBA-

Address OAK IBF Address BankO 

Bits 0-5 OBA- Bits 0-10 
IAF- OBK 
IAK Address 

ODA- Bits 0-10 
MCOO2 Address ODK 

OAF.,... Bits 6 -10 IBG-Address Bits OAJ IBK 6 -11 IAF- - -Address 
IAK Bit 11 

OAK 

Bank 1 
MC003 MA002 

Address 
Address Bits IBA -12-17 OBA- Bits 11 - 20 

IAF-
IAK Address Bits OBJ 

OAF- 12-17 IBB-
OAK IBG 

Address Bits 

Address Bits MC004 ODA- 11 -20 

18-23 IAF- ODJ 

IAK Address Bits 

OAF- 18-20 IBH-
OAH IBJ 

Figure 25. Address Distribution Block Diagram (Memory Module) 
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Memory Write Operation: A Block Diagram Description 
) 

Refer to the block diagram, Figure 29, when reading the following 
information. When a CPU writes data into memory, it sends a Valid signal 
followed by control signals and then address bits and data. A data word is 
76 bits: 64 data bits and 12 error-correction bits. The write reference 
arrives on the memory module through one of eight ZA connectors that 
are associated with a CPU access path. The ZA connectors pass the 
reference to the MF options, which pass the data to the MC and then to the 
MA options before they arrive on the memory stack. 

Write Control Signals 

40 

Figure 29 shows the control signals associated with a memory write 
operation; however, the figure illustrates only the options associated with 
a write operation for the lower data bits being sent from processor O. Two 
MF options, eight MC options, and four MA options are required to send a 
complete data word to memory. 

A write reference uses three control signals: steering bits, a Write 
Reference signal, and Reference 1Ype bits. The steering bits include 
Bank Bits 2, 0, 3, and 1, and Subsection Bits 1,0,2, and 3. The bank 
bits are used by the MC and MA options to steer the address and data to 
the appropriate bank in memory. The subsection bits pass through only 
the memory module options; these bits were used in the network module 
to determine which memory section to address. 

The Write Reference signal informs each memory module option that the 
reference is a write reference. This signal is needed because data is 
written to memory in packet form, with each option receiving two data 
packets. The first data packet contains the lower data bits, and the second 
data packet contains the upper data bits. If the Write Reference signal is 
equal to 1, the reference is a write reference and the memory module 
options can expect to receive two data packets. If the Write Reference 
signal is equal to 0, then the reference is a read reference and the options 
can expect to receive one data packet containing all 76 bits. 

The Reference 1Ype bits are 4 bits used by the MA options to notify 
memory of the type of reference coming from the CPU. Table 15 lists the 
terms associated with the Reference 1Ype bits and decodes the bits by 
CPU function. 

Write reference control signals pass through the MF options and enter the 
MC options. Table 16 lists the control and data bits that leave each MF 

) 

option. Two MF options are needed to direct all the control signals from ) 
one processor to memory. .../ 
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Table 15. MA Option Reference Type Bit Decode 

Function ICD ICC ICB ICA 

Abort 0 0 0 0 

CPU or 1/0 read 0 0 0 1 

CPU write 0 0 1 0 

Not valid function 0 0 1 1 

Set bad bit code 0 1 0 0 

Not valid function 0 1 0 1 

Read bad bit code 0 1 1 0 

Not valid function 0 1 1 1 

1/0 write 1 X X X 

Note: X = either a 1 or a O. 

Table 16. MF Option Bit Assignments (Write) 

Processor 0 

MF001 MF002 

Processor 1 

MF003 MF004 

Processor 2 

MF005 MF006 

Processor 3 

MF007 MF008 

Processor 4 

MF009 MF010 

Processor 5 

MF 011 MF012 

Processor 6 

MF013 MF014 

Processor 7 

MF015 MF016 

Data 0 - 31, 64 - 69 Data 32 - 63, 70 - 75 

Address bits 0 - 11 Address bits 12 - 23 

Reference type 0 - 01 Reference type 02 - 03 

Subsection bits 0 - 01 Subsection bits 02 - 03 

Bank bits 00, 02 Bank bits 01,03 

Write reference bit for MCOOO - MC004 Write reference bit for MC005 - MC008 

Valid signal for MC001 - MC004 Valid signal for MC005 - MC008 

HTM-xxx-x 
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Write Reference 

Processors 0 - 3 

Processors 4 - 7 

1 st data packet 
2nd data packet 

Address bit 

Ref type 

Subsection bit 

Bank 

Return bit 

Write ref bit 
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The MC options use the Bank Bits (Bank Bit 0, 1, 2) to steer the address 
and data to the appropriate bank in memory. The MC options need only . ') 
Bank Bit 2 during a memory write operation because this bit determines 
which of two bank groups receives the address and data: the upper four 
banks or the lower four banks .. Once the MC options determine which 
bank to address, they drop the bank bits and create Return Path bits 0 and 
1. The Return Path is a 2-bit code that is forced to either a 0 or a 1 to 
designate which processor the reference came from. The MA options use 
the Return Path bits to notify the processor that the reference arrived on 
the memory module. 

The other write reference control signals pass through the MC options and 
enter the MA options. Table 17 lists the control, address, and data bits that 
leave each MC option. Eight MC options handle the control, address, and 
data for four processors. Options MCOO 1 through MC008 handle control, 
address, and data from processors 0 through 3; options MC009 through 
MC016 handle control, address, and data from processors 4 through 7. 

Table 17. MC Option Bit Assignments (Write) 

Lower Bits Upper Bits 

MC001 MC002 MC003 MC004 MC005 MC006 MC007 MC008 

MC009 MC010 MC011 MC012 MC013 MC014 MC015 MC016 

00-04 05-09 10 -14 15,64 - 66 32-36 37 -41 42-46 47,70-72 
16-20 21 -25 26-30 31,67 -69 48-52 53-57 58-62 63,73-75 

00-05 06 -11 12-17 18-20 00-05 06 -11 12 -17 18-20 

00-01 02-03 00-01 02-03 00-01 02-03 00-01 02-03 

00 01 03 

02 02 02 02 

00 01 00 01 

x x x x 

The 16 MA options handle control, address, and data for four processors. 
Options MAOO 1 through MAO 16 handle control, address, and data for 
processors 0 through 3; options MA017 through MA032 handle control, 
address, and data for processors 4 through 7. Table 18 lists the control, 
address, and data received by each MA option. 

Cray Research Proprietary 
Preliminary Information 

HTM-xxx-x 
December 14, 1994 

) 

) 



) 

) 

Bank 0/4 

Bank 1/5 

Bank 2/6 

Bank 3/7 

Write Reference 

Write data 

Address 

Ref type 

Subsection bit 

Bank bit 

Return path bit 

Write Data Path 
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Table 18. MA Option Bit Assignments (Write) 

Processor 0 - 3 Processor 4 - 7 

MA001 MA002 MA009 MA010 MA017 MA018 MA025 MA026 

MA003 MA004 MA011 MA012 MA019 MA020 MA027 MA028 

MA005 MA006 MA013 MA014 MA021 MA022 MA029 MA030 

MA007 MA008 MA015 MA016 MA023 MA024 MA031 MA032 

Lower Bits Upper Bits Lower Bits Upper Bits 

00-09 10-15 32-41 42-47 00-09 10-15 32 -41 42-47 
16 -25 26 -31 48-57 58-63 16-25 26 -31 48-57 58-63 

64-69 70-75 64-69 70-75 

00 -11 12-20 00 -11 12 -20 00-11 12 -20 00-11 12-20 

00-03 00-03 00-03 00-03 00-03 00-03 00-03 00-03 

00 01 02 03 00 01 02 03 

02 02 02 02 02 02 02 02 

00 01 00 01 00 01 00 01 

The MA options generate three control signals that enter the memory 
stack: Chip Select, Write Enable, and Clock. The Chip Select signal 
and the Write Enable signal must be present for a write reference to 
complete. The Clock signal is a copy of the clock that is sent to the 
memory stack. 

Figure 31 shows the read and write data path for processors 0 through 3, 
and Figure 32 shows the read and write data path for processors 4 through 
7. Refer to these illustrations for detailed descriptions of the data flow 
between options on a memory module. 

Data enters the MF options in packet form; the lower bits (0 through 31 
and 64 through 69) arrive on the odd-numbered MF options in 1 clock 
period, and the upper bits (32 through 63 and 70 through 75) arrive on the 
even-numbered MF options in the next clock period. Each MF option 
sends data to four MC options. The MC options distribute the data to the 
MA options, which direct it to the appropriate memory bank. The MC 
options create a Special (Sp) bit. This Sp bit is used by the MA options to 
configure around a bad memory chip. Refer to "Spare Memory Chip 
Configuration" on page 24 for more information. Figure 26 shows the 
write data path of the lower bits for processor O. 
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MF001 

Bits 16 -20, 
OAA- 0-4 
OAE 

Bits 21 -25, 
OAF- 5-9 
OAJ 

Bits 26-30, 
OAK- 10 -14 
OAO 

Bits 67-69, 
OAP- 64-66,31,15 
OAS 
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MA001 
MC001 OAA- Bits 0-9 

Bits 16-20, OAJ 
OAA- 0-4 IAA-
OAE IAE OAK- Bits 16 -25 

IAA- OAT 
IAE 

Bits 0-9 OCA-
OCJ 

OCK- Bits 16 -25 
MC002 Bits 21 -24, OCT 

OAA- 5-8 IAF-
OAD IAI 

IAA-
IAE 

OAE 
Bits 9, 25 

IAJ 

Special MA002 Bits 64 -66, 
MC003 Bit OAA- 10-15, Sp 

IAK 
OAJ 

IAA- Bits 67 -69, 
IAE OAK- 26-31, Sp 

Bits 26-30, OAT 
OAA- 10 -14 IAA-
OAE IAE Bits 67 -69, 

OCK- 26-31, Sp 
OCT 

MC004 
Bits 64 -66, 

OCA- 10-15, Sp 
IAA- OCF 
lAD Bits 67 -69, 

OAA- 64- 66,31,15 IAF-
OAE IAJ 

Figure 26. Write Data Flow for Processor 0 
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Memory Read Operation: A Block Diagram Description 

Refer to the memory read block diagram, Figure 30, when reading the 
following information. When a CPU reads data from memory, it sends a 
Valid signal followed by control signals to the memory module. The Valid 
and control signals arrive on the memory module through one of eight ZA 
connectors that are associated with a CPU access port. These signals flow 
through the MF, MC, and MA options and steer the read reference to the 
designated location in the memory stack to retrieve the data. 

Data leaves the memory stack and enters the MA options. The MA 
options send the data and control signals back to the CPU through the MC 
and MF options. In addition, the MA options generate a Destination Code 
that is sent back to the CPU as part of the read reference informing the 
CPU where to put the data. 

Read Control Signals 

HTM-xxx-x 
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Figure 30 shows the control signals associated with a memory read 
operation; however, the figure illustrates only the options associated with 
a read reference for the lower data bits in banks 0 and 4 from processors 0 
through 3. 

Three control signals are associated with a memory read operation: 
Subsection Bits, Bank Bits, and a Destination Code. The Subsection Bits 
(Subsection Bits 0, 1, 2, 3) flow through the options on the memory 
module and are used by the network module to determine which 
subsection the data came from. The Bank Bits (Bank Bit 0, 1, 2) are used 
by the MA and MC options to determine which bank the data came from. 
The CPU generates the Destination Code, which gets buried into the 
write data field on a read reference. When the MA option detects a read 
reference it checks the write data field and sends the Destination Code 
back to the CPU with the return data. The CPU uses the Destination Code 
to determine what to do with the data. 

When the MA option detects a write reference, it forces several bits of the 
destination code. Table 19 lists the Destination Code bits generated by 
the MA option. There are 7 bits of destination code that the MA option 
uses. These bits are used by the CPU to determine that the reference 
actually completed. The CPU counts the number of references that were 
sent out and then checks this count against how many references 
completed. This information is sent to the JA options on the CP module 
to determine whether or not memory is quiet or if the CPU should 
generate a hold issue condition. Figure 33 and Figure 34 are block 
diagrams showing the path the destination code takes from the MA 
options on the memory module to the JA options on the CP module. 
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Read Reference 
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Return bit 

Subsection bit 

Bank bit 
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(LI:lP\~\n,)-\ ~,,) 
Table 19. MA Option Destination Code Forced Bits 

Function OFZ OFY OFX OFW OFV OFU 

Read/abort lAG IAF IAE lAD lAC lAB 

I/O write 0 0 0 ICC ICB ICA 

Processor write 0 0 0 0 0 0 

Set bad bit 0 0 0 0 0 1 
(Reconfigure) 

Data leaves the memory stack and enters the MA options. The MA 
options also receive two control signals from the MC options: the 
Reference 1)'pe and the Return Path bit. 

OFT 

IAA 

0 

1 

1 

The Reference 1)'pe bits are 4 bits used by the MA options to notify 
memory of the type of reference coming from the CPU. Table 15 lists the 
terms associated with the Reference 1)'pe bits and decodes the bits by 
CPU function. 

The Return Path is a 2-bit code that steers the reference back to the CPU 
module that sent the reference. Read reference control signals pass 
through the MA options and enter the MC options. Table 20 lists the 
control and data that leave each MA option. 

Table 20. MA Option Bit Assignments (Read) 

Processor 0 - 3 Processor 4 - 7 

MA001 MA002 MA009 MA010 MA017 MA018 MA025 MA026 

MA003 MA004 MA011 MA012 MA019 MA020 

MA005 MA006 MA013 MA014 MA021 MA022 

MA007 MA008 MA015 MA016 MA023 MA024 

Lower Bits Upper Bits Lower Bits 

00-15 16-31 
64-66 67-69 

00-06 --
00 01 

00 01 

-- 02 

32-47 48-63 00-15 
70-72 73-75 64-66 

07-13 -- 00-06 

00 01 00 

02 03 00 

-- -- --
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16-31 
67-69 

--
01 

01 

02 

MA027 MA028 

MA029 MA030 

MA031 MA032 

Upper Bits 

32-47 48-63 
70-72 73-75 

07-13 --
00 01 

02 03 

-- --
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The MC options use the Return Path bits to determine which bank or 
processor the reference came from. Then, the MC options drop these bits 
and convert them to Bank Bits. The Bank Bits inform the CPU which 
memory bank the data came from. 

During a read reference, MC001, MC002, MC009, and MC010 report 
errors. These options have forced bank bits on them that determine in 
which bank the error occurred. Bank Bit 2 is used to determine whether 
the error occurred in the upper or lower banks. Table 21 lists the bank bits 
used for error correction in options MCOOl, MC002, MC009, and MC01O. 

Table 21. Bank Bits for Error Correction 

MC001 MC002 
MC009 MC010 

Bank Bit 1 Bank Bit 0 Bank Number 

Forced 0 (lEN) Forced 0 (lEN) Bank 0/4 

Forced 0 (IFN) Forced 1 (IFN) Bank 1/5 

Forced 1 (IGN) Forced 0 (IGN) Bank 2/6 

Forced 1 (IHN) Forced 1 (IHN) Bank 3/7 

Control signals leave the MC options and enter the MF options. Table 22 
lists the data and control signals that leave the MC options. Table 23 lists 
the data and control signals that enter the MF options. The MF options 
send the data and control signals back to the CPU through one of eight 
CPU access ports. 

Table 22. MC Option Bit Assignments (Read) 

MC001 MC002 MC003 MC004 MC005 MC006 MC007 MC008 

MC009 

00-09 

00-01 

00 

00 

MC010 MC011 MC012 MC013 

Lower Bits 

10-15 
64-66 

02-03 

--
01-02 

16-25 26-31 32-41 
67-69 

04-05 06 07-08 

01 -- 02 

03 04-05 --
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MC014 MC015 MC016 

Upper Bits 

42-47 48-57 58-63 
70-72 73-75 

09-10 11 -12 13 

-- 03 --
06 -- --
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Table 23. MF Option Bit Assignments (Read) 

Processor 0 

MF001 MF002 

Processor 1 

MF003 MF004 

Processor 2 

MF005 MF006 

Processor 3 

MF007 MF008 

Processor 4 

MF009 MF010 

Processor 5 

MF 011 MF012 

Processor 6 

MF013 MF014 

Processor 7 

MF015 MF016 

Read Data 0 - 31 , 64 - 69 Read Data 32 - 63, 70 - 75 

Destination code bits 0 - 6 Destination code bits 7 - 13 

Subsection bits 0 - 1 Subsection bits 02 - 03 

Bank bits 0 - 2 Bank bits 3 - 6 

Figure 31 shows the read and write data path for processors 0 through 3, 
and Figure 32 shows the read and write data paths for processors 4 
through 7. Refer to these illustrations for detailed descriptions of the data 
flow between options on a memory module. 

Data leaves the memory stack as a 76-bit data word and enters the MA 
options. The Special Bit (Sp) is the spare bit configured in the memory 
stack when a bad memory chip exists. If this bit is used, the MA options 
shift the bits to bypass the bad chip during a write operation and shift them 
back during a read operation. Refer to "Spare Memory Chip 
Configuration" on page 24 for more information. Data leaves the MA 
options and flows through the MC and MF options before it leaves the 
memory module through the ZA connectors. Figure 27 shows the read 
data path of the lower bits for processor o. 
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Figure 27. Read Data Flow for Processor 0 
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Figure 28. CM02 Module Block Diagram 
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Figure 29. Memory Write Operation Control Signals (Lower Bits, Processor 0) 

Cray Research Proprietary 
Preliminary Information 

CM02 Memory Module 

MA001 

~ 
ICA,ICB 

~ ICE 

~ OBX 
Chip Select 

ICF 

ICW 

ICY 

OIA 

OBY 
Write Enable 

ICC,ICD 

ICU,ICV 

ICZ 

OIB 

Memory 

MA002 

~ ICA,ICB 

~ ICE 
Clock 

OEA,OEH 
~ ICF 

ICW 
~ ICY 

OIA 

ICC,ICD 

~ ICU,ICV 

~ ICZ 

OIB 

----- ---- ----- -- - -----

53 



) 

) 

(MC) Reference Type 

(MC) 
Return Path Bit 0 

Memory Stack 

(MC) 

(MC) 

HTM-xxx-x 
December 14,1994 

Data 

Data 

Data 

Data 

Return Path Bit 1 

Reference Type 

MA001 

ICA-ICD 
OFT,OFU 

ICE 
OGA 

OGE 

OGY 

IIA 

OFV,OFW 

OGB 

OGl 

liB 

OFX,OFY 
IDA-IDT 

OGC 

OFl 
lEA-lET 

OGD 

MA002 

OGA 

OGB 

OGC 
IDA-IDT 

OGF 

lEA-lET OGY 

IIA 

OGD 

ICE 
liB 

OGE 

ICA- ICD OGl 

MC001 
, 

Destination Code 0,1 
IEK,IEL 

OEK,OEL Destination Code 0,1 
Return Path 0 lEV Subsection Bit 0 
Subsection Bit 0 OEM 

IEM 
Valid OEN Bank Bit 0 

lEX Valid 
Resume OEl 

OlE Resume 
Destination Code 2, 3 liE 

r--- lEW Bank Bit 0 (F d Return Path 0 lEN orce 

Valid for Error Reporting) 

Resume MC002 

Destination Code 4, 5 OEK,OEL Destination Code 2, 3 
IEK,IEL 

Return Path 0 lEV OEN Bank Bit 1 

Destination Code 6 lEX OEM 
Bank Bit 2 

Return Path 0 OEl Valid 
OlE 

Resume 
liE 

lEW 
lEN Bank Bit 1 

(Forced for Error 
IEM Reporting) 

MC003 
IEK,IEL Destination Code 4, 5 

OEK,OEL 
lEV 

OEM 
Subsection Bit 1 

lEX 
Bank Bit3 

Return Path 1 OEN 
r-' IEM 

Valid 
Return Path 1 OEl 

lEW 
Resume 

Return Path 1 
liE 

OlE Bank Bit 3 (Not Used) ( ) lEN Forced 
Bank Bit 2 

Valid 
MC004 Destination Code 6 
IEK OEK 

Resume 
lEV liE 

OEM 
Bank Bit 4 

Resume 
Bank Bit 5 

Return Path 1 
lEW 

OEN 
Valid 

Resume 
OlE 

OEl 

Subsection Bit 1 lEN Bank Bit 4 (Not Used) (Forced) 

Valid 
lEX lEN 

Bank Bit 5 (Not Used) F ) 
( orced 

Figure 30. Memory Read Operation Control Signals (Lower Bits, Processor 0 Bank 0/4) 
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MF MC 

Bits 64- 69, Bits 16-20, MA 
0-31 0-4 

I 001 I 001 001 - Bits 16 - 25, 0 - 9 
-I 1 

Bits 64 - 69,26- 31, 
10 -15 1 002 I 

1 r 
Bits 64- 69, Bits 21-25, 
0-31 5-9 Bits 16 - 25, 0 - 9 r 003 1 003 002 t-

Bits64-69,26-31,1 I 
10-15 1004 I 

1 r 
Bits 64- 69, Bits 26-30, r 0051 0-31 10-14 Bits 16 - 25, 0 - 9 

005 003 r-- 1 I 
Bits 64 - 69,26- 31, 
10-15 1006 I 

Bits 69-76, 
-I 1 

Bits 64- 69, 64-65, Bits 16 - 25, 0 - 9 r 007 1 
0-31 31,15 

Bits 64 - 69,26- 31,1 I 007 004 ---
10-15 1008 1 -I 1 

----------------------------------
Bits 70-75, Bits 48-52, 
32-63 32-36 

002 

Bits 70-75, Bits 53-57, 

004 
32-63 37-41 

Bits 70-75, Bits 58-62, 
32-63 42-46 

006 

Bits 73-75, 
Bits 70-75, 70-72, 

008 
32-63 47-63 

Bits 48 - 57, 32 - 41 I 009 I -. 
005 I- Bits 70 - 75, 58 - 63, 

42-47 I 1 
-I 01 0 1 

Bits 48 - 57,32 - 41 I 0111 

1 r 
006 

Bits 70 - 75, 58 - 63, 
t--

42-47 I 012 I 
-I 1 
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Bits 70 - 75, 58 - 63,-1 1 

42-47 1 014 1 007 - 1 1 
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008 l- -I 016 1 
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,~ 001 ; 
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=! 006: 

-: 007 i 
I I 
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1 1 
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. 

Bits 64-69, 

Bits 16-25 0-31 
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Figure 31. Read and Write Data Path for Processors 0 - 3 Section N 
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Figure 32. Read and Write Data Path for Processors 4 - 7 Section N + 1 
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Figure 33. Memory Module Destination Code (Section 011) 
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Figure 34. CPU Distribution of Destination Code from Memory Module 
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