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CMO02 Module Description

The CM02 memory module contains the central memory that is common
to all processors in a CRAY T90 series mainframe. The memory module
consists of a printed circuit board with memory stacks on board 1 and
logic options on board 2. Memory stacks contain the memory chips that
store the data. When fully populated with 4 Mbit (2 Mbit X 2) chips, a
CMO02 memory module contains 32 Mwords of memory with 2 million
words per bank.

Memory modules are arranged in stacks within the mainframe. A

CRAY T932 system can include two or four module stacks with each stack
containing two, four, or eight memory modules. A CRAY T916 system
can include two module stacks with each stack containing either four or
eight memory modules. A CRAY T94 system includes only one module
stack that contains either two or four memory modules.

In CRAY T916 and CRAY T932 systems, each module stack connects to
four network modules. The network modules enable all processors to
communicate with memory at the same time. In CRAY T94 systems, a
module stack connects directly to the CP modules; therefore, the final
levels of memory interconnecting and routing take place on the memory
modules.

Memory Organization

Sections

HTM-xxx-x
December 14, 1994

Central memory is organized by sections, subsections, and banks;
however, CRAY T94 systems do not have subsections. Refer to the
“CRAY T94 Memory,” “CRAY T916 Memory,” and “CRAY T932
Memory” subsections on pages 9, 12, and 16, respectively, for
information on memory organization for the specific CRAY T90 series
systems.

A memory section is the range of memory components that can be the
destination of a request from a CPU through a single path. Ina

CRAY T90 series system, each memory section is independent and
corresponds with one of eight CPU memory access paths. Each access
path has its own connector; therefore, each CPU can access any section of
memory. During a read request, a CPU can make a request to each access
path each clock period. During a write request, a CPU can make a request
to each access path every two clock periods.

Cray Research Proprietary 5
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A section conflict occurs when one CPU tries to address the same section
of memory more than once during the same clock period. The CPU
resolves a section conflict by sending one request and delaying each
subsequent request for 1 clock period.

Subsections

In CRAY T916 and CRAY T932 systems, each section is divided into
subsections. Each subsection corresponds to one memory module in a
memory module stack. There are no subsections in a CRAY T94 system.

A subsection conflict occurs when two CPUs in the same CP module stack q)l ?
request the same subsection. The network module resolves a subsection
conflict by sending one request and delaying each subsequent request for

1 clock period.

Banks

Banks are organized into bank pairs as n/n+4 (for example 0/4, 1/5, 2/6,
and so on). Each memory stack stores the upper or lower bits of the bank
pair. Each memory bank is an independent unit of memory and is
controlled as such; therefore, requests to different memory bank pairs do
not cause access conflicts.

A bank conflict occurs when a CPU requests a bank that is busy or if two
CPUs in two different CP module stacks request the same bank. The
memory module resolves a bank conflict by delaying the request for “bank
busy time.”

Word

Each request to a bank receives one 64-bit data word (along with the 12
error-correction bits) from the requested bank.

Memory Configuration

Software address mapping through the maintenance channel controls
memory configuration. The System Configuration Environment (SCE)
provides-the interface for selecting sections, subsections, banks, and
groups in a particular configuration to control memory degrades and/or
logical memory partitions.

6 : Cray Research Proprietary HTM-xxx-x
Preliminary information December 14, 1994
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When you degrade memory, you are bypassing areas in memory where
failures occur; then, the system can continue to operate and you may
perform system maintenance on the degraded portion of memory. By
degrading memory, you are forcing selected section, subsection, and bank
bits. Therefore, the memory address referenced by the CPU is different
than the address received by memory. Figure 1 illustrates an example of
bits 2, 5,9, 10, and 11 being forced to either a 1 or a 0, which degrades the
lower sections (0 through 4) and the upper subsections (4 through 7) of
memory.

Subsection| Section

0 1

1 1 0 1
Pl A Al VA A AR Y A

'/ 0 0 1
y v_ B |

1 —Selects sections 4, 5,6, 7

2 — Selects subsections
0,123

1

1

0

4 I 3—-Selectsbanks 0, 1, 2, 3,

0 01t 0jO 1 1|1 O 4567

HTM-xxx-x
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Bank Subsection ' Section

Figure 1. Example of Degrading Sections 0-3 and Subsections 4-7

Degrading memory should be done on a system-wide basis. That is, if
your mainframe has logical partitions, each partition is affected when you
degrade memory.

By logically partitioning memory, you are forcing CPUs and I/O channels
to access different memory partitions. When you logically partition
memory, you are forcing one or two group bits to either a 0 or a 1, which
divides memory in either halves or quarters. Table 1 shows how SCE
logically partitions memory. For more information on SCE and degrading
and partitioning memory, refer to the System Configuration Environment,
publication number HDM-xxx-X.

All configuration/degradation selections apply symmetrically within a
processor; for example, selecting 4-bank mode within a CPU means that
all requests on all memory ports will use 4-bank addressing. It is not
possible, for example, to use 4-bank addressing through one port and
8-bank addressing through the remaining ports. The CRAY T94,

CRAY T916, and CRAY T932 memory subsections describe the
configurations available for the specific systems.

Cray Research Proprietary. 7
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Table 1. Logical Memory Partitions (SCE Default)

Group Profile | Group Select
Number of Partitions Bits + Bits ¥
Partition ] 5 ] ) Memory Size

1 0 — |- - -- All
2 0 NU 1 NU 0 1/2
1 NU 1 NU 1 1/2

2 0 1 NU 0 NU 1/2
1 1 NU 1 NU 12

3% 0 NU 1 NU 0 1/2
1 1 1 0 1 1/4

2 1 1 1 1 1/4

4 0 1 1 0 0 1/4
1 1 1 0 1 1/4

2 1 1 1 0 1/4

3 1 1 1 1 1/4

¥ NU means that the profile/select is not set. This is not an SCE function.
¥ There are other ways of getting 3 partitions.

Memory Address Mapping

Memory addressing is dependent on how a CRAY T90 series system is
configured. The CP, network, and memory modules determine how
memory addressing occurs. Table 2 describes the address map used to
design the CRAY T90 series CPU. This address map accommodates
future CRAY T90 series systems and is capable of addressing up to 16
Gwords of memory. The “CRAY T94 Memory,” “CRAY T916 Memory,”
and “CRAY T932 Memory” subsections include address maps for the
specific CRAY T90 series systems.

Table 2. Address Map

Address Bits Function
0-2 Section select
3-56 Subsection select
6-9 Bank select

10 - 34 Word select t

Bits 10 and 11 of a word address are used for group selection.

8 Cray Research Proprietary HTM-xxx-x
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CRAY T94 Memory

CRAY T94 memory is organized by sections and banks. A fully
configured system has 8 sections of memory. Each section contains

8 banks for a total of 64 banks. Figure 2 shows memory organization in a
CRAY T94 system.

CRAY T94
Memory

Figure 2. CRAY T94 Memory Organization

The CP and memory modules determine which section, bank, and word to
address. Figure 3 shows the addressing map for a fully configured
CRAY T94 system and the module type that determines the section select,
bank select, and word select. Bits 27 through 30 are presently not used;
however, these bits may be used in future systems to address up to

2 Gwords of memory.

HTM-xxx-x Cray Research Proprietary 9
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Bits 30

10

27

26 6|5 32 0

Not Used

Section

Word Select Bank Select Select

N

J
Y
CP Moduie

Y
Memory Module

>

Figure 3. CRAY T94 Addressing (Full Memory and No Degrading)

The address bit layout varies for the different CRAY T94 configurations.
Table 3 lists the available CRAY T94 configurations and the address bit
layout for each of the configurations.

Table 3. CRAY T94 System Configurations

Module Counts Configuration Address Bit Layout

Section

Processor | Network | Memory | Sections | Banks || Section Bank Address

Word

1to4

0 4 8 64 00, 01, 02 |03, 04, 05,- | 06-—-30

1to4

32 00, 01, 02 |03, 04, —, — 05-29

1to4

1to4

8
4 32 00,01,— ]02,03,04,— | 05-29
4

0
0
0 16 00,01,- 102,03, —, — 04 -28

Nl N &~

A CRAY T94 system has one memory module stack containing either two
or four memory modules. The memory modules connect directly to the
CP modules. Figure 4 shows the interconnections between the CP
modules and memory modules in a CRAY T94 system. Each connection
between the modules in the CP module stack and the memory module
stack is actually two connections; one physical connector on the CP
module connects to two memory section access paths.

Each memory module in a CRAY T94 system comprises two sections of
memory. Figure 4 shows the memory module layout for a CRAY T94
system.

Assuming the first reference is to section 0 and the memory references are
sequential, the first two references go to sections 0 and 1 (bank 0) on the
memory module at location C2, the next two references to sections 2 and 3
to the memory module at location C4, and so on, until each module in the
stack receives two references. References nine through sixteen follow the

Cray Research Proprietary HTM-xxx-x
Preliminary Information December 14, 1994
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same pattern but address bank 1, references 17 through 24 address bank 2,
and so on, until all banks (64 in a fully configured system) have been

CRAY T94 CPU-to-Memory Interconnections

referenced.
B4 &
B3 | E——
Tle} B2  ——
|
Module B1 —‘ ‘
Shared
CP Module Stack Module
g T B
_ »| 0/1 4/5 2/3 6/7 /
o ° Section
L 67
Section
» 2/3
_ ] Section
™ s Cs
- \
Section
= 0/1 C4
C3
c2
Figure 4.
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CRAY T916 Memory

CRAY T916 memory is organized by sections, subsections, and banks. A
fully configured system has 8 sections of memory. Each section has 8
subsections and each subsection has 4 banks for a total of 256 banks.
Figure 5 shows memory organization in a CRAY T916 system.

CRAY T916
Memory

Figure 5. CRAY T916 Memory Organization

The CP, network, and memory modules determine which section,
subsection, bank, and word in memory to address. Figure 6 shows the
addressing map for CRAY T916 memory and the module type that
determines the section select, subsection select, bank select, and word
select. Bits 29 through 32 are presently not used; however, these bits may
be used in future systems to address up to 4 Gwords of memory.

Bits 32 29128 817 615 312 0
Subsection Section
Not Used Word Select Bank Select Select Select
N . . J
Y Y | Y
Memory Module ' Network Module } CP Module
Figure 6. CRAY T916 Addressing
12 Cray Research Proprietary HTM-xxx-x
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The address bit layout varies for the different CRAY T916 systems.
Table 4 lists the various configurations of CRAY T916 systems and the
address bit layout for each configuration.

Table 4. CRAY T916 System Configurations

Module Counts Section Configuration Address Bit Layout

Sub- Sub- Word
Processor | Network | Memory || Sections | sections | Banks || Section section Bank Address
4108 4 8 8 4 128 || 00,01,02 |-, 03,04 |05,086,—, — | 07 —31
408+ 4 8 8 2 64 }00,01,02}- - 03 04,05,—,— | 06 ~30
4t08 % 2 8 4 4 64 | 00,01,- |- 02,03 |04,05 — — | 06-30
4081+ 2 4 4 2 32 ]00,01,— |-~ 02 03,04,—,— | 05-29
4108 4 16 N 8 8 256 [ 00,01,02 |03, 04,05 |06,07,—,— | 08 —32
4108 % 4 8 || 8 4 128 [ 00,01,02 [ 03,04 |05,06,— - [ 07 -31
4t08 ¢ 2 8 || 4 8 128 [00,01,— ]02,03,04 |05, 06, —, - | 07 — 31
4t08+% 2 4 4 4 64 [00,01,— |- 02,03 |04,05 — — ]| 06-30
8t0 16 8 16 " 8 8 256 - || 00, 01, 02 |03, 04,05 |06, 07, —,— | 08 —32
8t0 16+ 8 8 || 8 4 128 {00, 01,02 |- 03,04 |05,06,—,— | 07 -3t
8t016 % 4 8 4 8 128 | 00,01,— [02,03,04 |05,06,—, — | 07 — 31
8to 16 % 4 8 H 4 4 64 [00,01,— |- 02,03 |04,05 ——|06-30

T This indicates a degraded or partitioned system; the system is not usually sold with this configuration.

HTM-xxx-x

December 14, 1994

A CRAY T916 mainframe has two memory module stacks consisting of

four or eight memory modules. The memory modules connect to the

network modules, which connect to the CP modules. Connections
between network and CP modules are actually through the system

interconnect board (SIB).

Figure 7 shows the logical interconnections between the CP modules and
memory modules in a CRAY T916 system.

Cray Research Proprietary
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1 |
1 L
i . | -

1 |
L | [ L CPU Memory
] I Ports
CP STACK CP STACK ip
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K3

ST Gt
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Figure 7. CRAY T916 CPU-to-Memory Interconnection

14

Each memory module stack handles 4 sections of memory. Each memory
module within the stack is 1 subsection. Each subsection has 4 banks
(instead of 8 banks as in the CRAY T932 and CRAY T94 systems).
Figure 8 shows the memory module layout for a CRAY T916 system.

Assuming the first reference is to section 0 and the memory references are
sequential, reference one goes to section 0, subsection 0 at module
location L1. Reference two goes to the same module but to section 1.
References three through six go to sections 2, 3, 4, and 5 and subsection 0
on the memory module at location H1. References seven and eight go to
sections 6 and 7 subsection O on the memory module at location L1. The
next eight references follow the same sequence for subsection 1 but
reference the modules at locations L3 and H3. This referencing pattern
continues until all banks have been addressed.

Cray Research Proprietary HTM-xxx-x
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CRAY T932 Memory

CRAY T932 memory is organized by sections, subsections, and banks. A
fully configured system has 8 sections of memory. Each section has 8
subsections and each subsection has 8 banks for a total of 512 banks.
Figure 9 shows memory organization in a CRAY T932 system.

CRAY T932
Memory

Figure 9. CRAY T932 Memory Organization

The CP, network, and memory modules determine which section,
subsection, bank, and word in memory to address. Figure 10 shows the
addressing map for CRAY T932 memory and the module type that
determines the section select, subsection select, bank select, and word
select. Bit 9 is presently used as part of the word select; however, this bit
can be used as part of the bank select in future systems to address 16
banks per subsection. Bits 30 through 33 are presently not used; however,
these bits may be used in future systems to address up to 16 Gwords of
memory.

16 Cray Research Proprietary HTM-xxx-x
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Bits 33 30] 29 918 6|5 312 0
Subsection Section
Not Used Word Select Bank Select Select Select
\ N /N J
Y | Y | Y
Memory Module I Network Module | CP Module

Figure 10. CRAY T932 Addressing

The address bit layout varies for the different CRAY T932 configurations.
Table 5 lists the various configurations of CRAY T932 systems and the
address bit layout for each of the configurations.

Table 5. CRAY T932 System Configurations

Module Counts Section Configuration Address Bit Layout

Sub- Sub- Word
Processor | Network | Memory || Sections | sections | Banks || Section section Bank Address
8 4 32 8 8 512 || 00, 01, 02 |03, 04, 05 |06, 07, 08, — | 09 — 33
8 4 16 8 4 256 |00, 01,02 |-, 03,04 [05,06,07,— | 08 —32

8+ 4 8 8 2 128 [00,01,02 |-, —, 03 |04, 05, 06, - | 07 — 31

8 8 8 8 2 128 [|00,01,02 |-, -, 03 (04,05, 06,— | 07 — 31
8 8 8 8 2 64 [00,01,02 |~ —,03 [04,05 — — | 06-30
8+ 4 4 4 2 64 [f00,01,- |- —, 02 [03,04,05 - |06-30
8% 4 4 4 2 32 [oo,01,- |- - 02 ]03,04,—~ [|05-29
8to 16 8 6 || 8 4 256 [ 00, 01,02 |- 03,04 |05,086,07,— | 08—32
8to 16 1 8 16 || 8 4 128 |00,01,02 |- 03,04 }05,06, — — | 07 —31
8t0 16 1 8 8 || 8 2 128 [00,01,02 |-, —, 03 04,05, 06,~ | 07 — 31
81016} 4 8 || 4 4 128 [00,01,- |- 02,03 |04,05,086,— | 07 - 31
16 16 16 || 8 4 256 [l 00,01,02 |-, 03,04 |05, 06,07, — | 08-32
16t 16 16 8 4 128 |[00,01,02 |-, 03,04 |05, 06— — |07—31
16 1 16 8 8 2 128 [00,01,02 |-, -, 03 |04,05,06,— | 07 - 31
16 1 8 8 4 4 128 | 00,01,- |- 02,03 [04,05,06,~ | 07 —31
16 to 32 16 32 || 8 8 512 [{00, 01,02 |03, 04,05 {06, 07,08, — | 09 - 33
16t0 32 1 16 32 8 8 256 [/ 00, 01,02 |03, 04,05 |06,07,—,— |08-32
16t0 32 + 16 16 8 4 256 [/00,01,02 |- 03,04 |05,06,07,—|08-32
16t0 32 1 8 16 4 8 256 [[00,01,-~ |02, 03,04 |05, 06, 07, - [ 08 — 32

T This indicates a degraded or partitioned system; the system is not usually sold with this configuration.

HTM-xxx-x
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A CRAY T932 system has two or four memory module stacks with each
module stack containing either two, four, or eight memory modules. The
memory modules connect to the network modules, which connect to the
CP modules. The system interconnect board (SIB) connects these
memory modules to the network modules and to the CP modules.

Figure 11 shows the logical interconnections between the CP modules and
memory modules in a CRAY T932 system.

| | -
1_ I
] [
| | |
| § | {
| 1
CP STACK CP STACK
J F
0/1 4/5 2/3 6/7 01 4/5 2/3 6/7
| K1E 661— Memory
Stack L T\
Sections fKS - Stack H
6/7 K4 3 Sections
Z G4 s |-
Memory [0g 4=~

Stack P Fox X C4 | Memory
KT 103 <=1 Stack D

Sections XS .
0N % > Sections

o1 - 2/3
| |

6/7 2/3 4/5 oM

6/7 2/3 4/5 0N

CP STACK CP STACK
N B
CPU Memory
— L Ports
] L
1] 1
] L
} R |
] [ |
Figure 11. CRAY T932 CPU-to-Memory Interconnections
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CMO02 Memory Module

Each memory module stack handles two sections of memory. Each
memory module within the module stack is one subsection. Figure 12
shows the memory module layout for a CRAY T932 system.

Assuming the first reference is to section 0 and the memory references are
sequential, references one and two go to sections O and 1 subsection O at
module location P1. References three and four go to sections 2 and 3
subsection 0 at module location D1. References five and six go to
sections 4 and 5 subsection O at module location H1. References seven
and eight go to sections 6 and 7 subsection 0 at module location L.1. This
sequence continues as a descending spiral through the module stacks and
memory subsections until all subsections and banks have been addressed.

4
L

_”| Subsection7  .°
_” | Subsection3 ,*
-~ |Subsection6 _-”
-~ _|Subsection2 _,*
| Subsection5 -
- _1Subsection1 ,°
e | Subsection 4 - Lower Bits
// Subsection 0 '
L}
o AB ' BB
0 ' 0
|
]
AC ‘ BC .
1 ' 1 4
L} 4
' g
AD : BD ‘
2 ¢ 2 Y
' ) .
L} 4
AE ' BE . Upper Bits
. : A R pp
coedoancnacscacacace= PR - -ofpe 1
AF ' BF
0 ' 0
L}
L}
AG ' BG
1 . 1 -
[]
: -
AH . BH -
2 . 2 ]
N '
N '
N Al : Bl Location
] el
N 3 . 3= Bank
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Figure 12. CRAY T932 Memory Module Layout
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Memory Module Components

A CM02 memory module consists of two boards: board 1 and board 2.
Figure 13 and Figure 14 show the components contained on board 1 and
board 2, respectively. The following subsections describe the components

on the memory module.
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Figure 13. CMO02 Memory Module Board 1
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Figure 14. CMO02 Memory Module Board 2

Memory Module Connectors

There are eight ZA connectors on each memory module; four connectors
on board 1 and four connectors on board 2. The ZA connectors on board
1 handle the memory access paths for processors 4, 5, 6, and 7, and the
ZA connectors on board 2 handle the memory access paths for processors
0, 1, 2, and 3. Each ZA connector is associated with one of the eight
memory access paths.
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Memory Module Options

Table 6 lists the memory module options. In addition to the options listed
in the table, the memory module has one MZ and one TZ option. These
options are common to all CRAY T90 series modules. The MZ option
receives and fans out boundary scan and burnline signals, and the TZ
option receives and fans out the system clock.

Table 6. CM02 Memory Module Options

Option Option

Name Quantity Option Description
MF 16 The MF option is a transmitter and a receiver that can talk to
another module 2 to 6 phases away. This option also receives
the sanity code bit pattern.
MC 32 The MC option provides a 4 x 4 multiplexer that determines

which bank to steer data to or retrieve data from on a write
from or read to memory, respectively.

MA

16 The MA option controls memory cycle and memory access
time and also controls the spare memory chip selection when a
bad memory chip is detected. This option gates data, address,
and control information through a four rank FIFO buffer to one
of two banks.

Memory Stacks

22

Each memory module has 16 memory stacks. Each memory stack
consists of two printed circuit boards (STO1 A and STO1 B) with 40

2 Mbit X 2 SRAM memory chips between them. The memory chips are
arranged in two vertical rows of 20 chips each; 19 chips in each row store
data and 1 chip in each row is a spare memory chip.

Figure 15 shows a memory stack and the pin-outs for each memory chip
within the memory stack. Memory stack connectors (MSCs) connect
memory stacks to the memory module (refer to Figure 15). An MSC is an
EZIF connector that requires the application of electric current to insert or
remove the memory stack from the module. Refer to the CRAY 790 Series
Field Repair Procedures document, publication number HMM-xxx-x, for
a procedure on replacing a memory stack.

Cray Research Proprietary HTM-xxx-x
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Figure 15. Memory Stack
Figure 16 shows the bit-to-chip layout for the chips within a memory
stack. Each memory stack handles either the upper or lower bits of a word
for two different banks; each row of chips is one bank. Each memory chip
within the rows handles 2 bits of the word. The top chip in each row is a
spare memory chip. This spare memory chip can be used in place of a
defective memory chip.
J
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Spare Bits 0 and 1 Spare Bits 0 and 1
Bits 0 and 16 Bits 0 and 16
Bits 1 and 17 Bits 1 and 17
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Bits 13 and 29 Bits 13 and 29
Bits 14 and 30 Bits 14 and 30 .
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Figure 16. Bit-to-Chip Layout on the Memory Stack

Spare Memory Chip Configuration

24

Each memory stack has 2 spare memory chips (refer to Figure 16). Using
special direct memory access (DMA) commands from the maintenance
channel, you can flaw a bad memory chip and use one of the spare
memory chips that is located in the same row in the memory stack.
Because each memory chip handles 2 bits, both bits on the chip are
automatically flawed when a spare memory chip is configured into the
system. Refer to the System Configuration Environment (SCE) document,
publication number HDM-xxx-x, for information on how to configure a
spare memory chip.

The MA option configures the data around the bad memory chip. When
the system receives the command to flaw a memory chip, the MA option
determines which bits to shift around, and the MA option sets a Special bit
that enables the bits to shift and bypass the flawed memory chip.

Figure 17 illustrates the bit shifting between the MA option and the
memory stack. In this figure, bits 9 and 25 are in error and are bypassed.

Cray Research Proprietary HTM-xxx-x
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Figure 17. Data Flow through a Memory Stack with Bits 9 and 25 in Error

Error Correction and Detection

CRAY T90 series error correction and detection is designed for “x 2
memory chips where each chip stores 2 bits of each data word. These 2
bits are called a byte. The error-correction code is designed to detect and
correct byte errors, in which a byte error is an error in either or both bits of
the byte. This method of error correction and detection is known as
single-byte correction/double-byte detection (SBCDBD). With
SBCDBD, single-byte errors can be detected and corrected, double-byte
errors can be detected but not corrected, and errors involving 3 or more
bytes cannot be reliably detected.
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Each memory data word consists of 76 bits: 64 data bits and 12 check
bits. During a write operation, a matrix algorithm generates the 12 check
bits and stores them with the data bits. The matrix algorithm groups the
data into six groups that are consistent with the bit-to-chip layout
illustrated in Figure 18. The memory stack groups data this way so that
any single data-path error between a CPU and memory stack can be
corrected as if it were a memory error. "

During a read operation, the check bits are gg:géﬂératéd and compared to
the original check bits. The result of this comparison is called a syndrome.
This syndrome can be broken down into 6 (2-bit) bytes.

Bank 0

Bank 4 |
SpareBitsO0and1 - ¥ ° "_Spare Bits 0 and 1
Bits0and 16 - ~ L BitsOand 16
Bits 1 and 17 - |_Bits 1 and 17
Bits 2 and 18- ‘| _Bits 2 and 18
Group 0 Bits 3 and 19 Bits 3 and 19 Group 0
Bits 4 and 20 Bits 4 and 20
Bits 5 and 21 . Bits 5 and 21
- |_Bits 6 and 22 Bits 6 and 22
- 'Bits 7and 23 ~ Bits 7 and 23
Lower Group1 << - [ Bits 8and 24 Bits 8 and 24 Group 1
Bits =) Bits 9 and 25 Bits 9 and 25
Bits-10:-and 26 Bits 10 and 26
- Bits:11 and 27 Bits 11 and 27
_-Bits 12 and 28 Bits 12 and 28
Group 2 . Bits 13 and 29 Bits 13 and 29 Group 2
e Bits 14 and 30 Bits 14 and 30
Bits 15 and 31 Bits 15 and 31
Bits 64 and 67 Bits 64 and 67
Bits 65 and 68 Bits 65 and 68
| Bits 66 and 69 Bits 66 and 69
~ Bank 4 < | ~ Bank 0 |
Spare Bits 0 and 1 Spare Bits 0 and 1
Bits 32 and 48 Bits 32 and 48
Bits 33 and 49 Bits 33 and 49
Group 3 Bits 35 and 51 i Group 3
Bits 36 and 52 Bits 36 and 52
i Bits 37 and 53
Bits 38 and 54 Bits 38 and 54
Ubper Bits 39 and 55 Bits 39 and 55
giFt’s Group 4 Bits 40 and 56 Bits 40 and 56 Group 4
Bits 42 and 58 Bits 42 and 58
Bits 43 and 59 Bits 43 and 59
Bits 44 and 60 Bits 44 and 60
Group 5 Bits 45 and 61 Bits 45 and 61 Group 5
Bits 46 and 62 Bits 46 and 62
Bits 47 and 63 Bits 47 and 63
Bits 71 and 74 Bits 71 and 74
Bits 72 and 75 Bits 72 and 75
Figure 18. Data Bit Groups for SBCDBD
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Syndrome Decoding

) When a CPU receives an error, it decodes the syndrome to correct the
failing byte or to flag the double-byte error. Table 7 and Table 8 list the
different syndromes and the bits associated with each syndrome. If a
syndrome is not listed in the table, then it is a multiple- or double-byte
error and cannot be corrected.

Table 7. Syndrome Chart for 1 Bit in Error

i
. E

Syndrome | Bit | Syndrome | Bit | Syndrome | Bit {| Syndrome | Bit Syndrome | Bit
0001 64 0501 32 2021 43 3321 47 5170 57
0002 67 0504 33 2024 6 3612 20 5200 55
0004 65 || 0520 34 2120 11 3621 46 5212 19
0010 68 0525 35 2125 13 4000 75 5242 61
0020 66 0555 37 2133 15 4012 18 5250 56
0025 7 0571 36 2136 14 4042, 59 5330 58
0040 69 1000 74 2401 44 4050 22 5505 5
0052 23 1012 17 2420 38 4240 27 5542 63
0100 70 || 1202 48 2425 8 4247 30 6426 10
0105 0 || 1210 49 2500 39 4252 29 6612 21
0124 12 || 1236 52 2505 3 4255 31 7051 25
0200 73 || 1240 50 2521 45 4427 9 7105 4
0212 16 1252 51 2524 40 4742 62 -- --
0250 28 1266 53 2664 42 5002 60 -- --
0400 71 2000 72 2744 41 5040 54 -- --
0405 1 || 2005 2 3053 26 5052 24 -- --
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Table 8. Syndrome Chart for 2 Bits or 1 Byte in Error

Syndrome | Bit " Syndrome | Bit " Syndrome | Bit || Syndrome | Bit || Syndrome | Bit
0003 |[64,67| 1417 1,17 lL 3476 | 9,25 || 6366 |1531| 7634 |4a1,57
0014 |65,68f 1703 |[32,48( 4717 |4,20 6371 14,30 7700 39,55
0060 |66,69( 1714 [33,49[i 5475 [10,26 6663 [47,63] 7717 13,19
0077 |7,23 1733 |37,53] 6000 |72,75| 7163 46,62 7763 |45, 61
0300 |70,73} 1747 |36,52] 6017 |2,18 7403 44,60 7774 |40, 56
0317 | 0,16 1760 |34,50| 6063 |[43,59| 7460 ([38,54] 6377 |13,29
0374 [12,28 || 1777 |35, 51 6074 | 6,22 7477 | 8,24 - -
1400 |71,74f| 38317 |521 | 6360 |[11,27] 7554 [42,58 - -

Special rules govern the decoding of a syndrome. Table 9 lists these rules
and provides an example and description of the syndrome byte error.

Table 9. Syndrome Decoding Rules

Example:
Syndrome Rule Syndrome Bytes { Error Description
514|13]2]|1
Syndrome =0 ojojojojo No error occurred.
Even number of bytes in error {{00 | 00 | 01 | 00 [ 01 | 00 [| Double- or multiple-byte error.
1 byte is in error 00 |01 | 00 | 00 | OO0 | 00 || Checkbyte error. The byte indicates which
check bits are in error.

3 or 5 bytes in error 00|01 01|00 }00 |01 || Single-byte error in data field.

100 = Good Byte
01,10, 11 = Bad Byte

Example: Decoding a Syndrome

28

To decode the syndrome, the system views it as 6 bytes numbered O to 5
from right to left. If both bits in a particular byte of a syndrome are 0’s,
that syndrome byte is good. If either bit in the syndrome byte is 1, the
syndrome byte is bad. Use the following sequence to understand how the
system decodes the syndrome; this sequence contains the example of
decoding syndrome 5170.
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Decode the syndrome.

5170 Syndrome

-~

-~

- -
-
-
~ -
v -
-
-~ ~ -

101001111000 Binary Syndrome

, ~
’

10 10 . 01 11.10.00 | Syndrome Bytes
5 4 3 2 1 0

~
~

Find 2 identical bytes in a bad byte, bad byte, good byte pattern.
Begin with byte 0 and work right to left in a counterclockwise
direction. The 2 bad bytes are called identifier bytes.

Identifier Bytes

-’

< |10:10. 01! 11.:10.00 | Syndrome Bytes
‘.5 4 3 2 1 0

-
-
-

........ - + Good Byte

Determine the group in error by using Table 10. In the example, the
identifier bytes (bad byte, bad byte) are bytes 4 and 5, and the good
byte is byte 0. Therefore, the group in error is group 4.

Table 10. Group in Error

Bad Bytes Good Bytes Group in Error
Oand1 2 0
1and?2 3 1
2and 3 4 2
3and4 5 3

5an
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30

Assign letters A, B, and C to the remaining 3 bytes. Assign letter A
to the first byte to the left of the good byte and continue the
assignments from right to left in a counterclockwise direction.

. C B A

—p—

. 10, 10, 01, 11, 10, 00

Syndrome Bytes

s 5 4 3 2 1.0

~
-
-~
-~
-~

.......... » Good Byte

Use one of the following conditions to determine the failing data
byte:

e If exactly one of bytes A, B, or C is in error and has the same
value as the identifier bytes, use Table 11 to determine the
failing data byte. If the bad byte does not match the identifier
byte, a multiple-byte error occurred and cannot be corrected.

e Ifbytes A, B, and C are all bad bytes, byte A matches the
identifier byte, and all 3 bytes (A, B, and C) are different, use
Table 12 to determine the failing data byte. If 2 bytes are the
same and 1 byte is different, a multiple-byte error occurred and
cannot be corrected.

Table 11. Failing Data Byte (3 Bytes in Error)

Bad Byte

Failing Data Byte

Group 5

Group 4

Group 3

Group 2

Group 1

Group 0

Byte A

27

16

11

Byte B

22

17

Byte C

28

23

18

12

Cray